CLUSTERED DATA ONTAP ADMINISTRATION, 8.2 UPDATE PART 1 SETUP

EXERCISE

In this exercise, you configure a two-node cluster called clusterl, investigate changes in licensing and create a
new single-node cluster called cluster2.

NOTE: This is a simulated environment. The clustered Data ONTAP 8.2 vsims are not high-availability
(HA) pairs. This is not a supported configuration. The only non-high-availability configuration that is
supported is a single-node cluster.

FEATURED NETAPP PRODUCTS

= Clustered Data ONTAP 8.2
=  NetApp OnCommand System Manager

KEY FEATURES TO DEMONSTRATE

= RAID 4 and RAID-DP technology
= Licensing
= Single-node clusters

HIGH-LEVEL VALUE PROPOSITION

= Clustered Data ONTAP 8.2 provides a feature-rich environment that is often the best fit for customers.
= Clustered Data ONTAP 8.2 lets you configure a single node as a cost-efficient cluster for small
workloads.

OBJECTIVES
By the end of this exercise, you should be able to:

Install OnCommand System Manager

Create a cluster

Add the cluster to NetApp OnCommand System Manager

Join a node to the cluster

Manage licenses in Data ONTAP 8.2

Create a data aggregate

Create a single-node cluster

Add the single-node cluster to NetApp OnCommand System Manager
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EXERCISE ENVIRONMENT
This environment consists of:

(1) Windows Server 2012 Active Directory
(2) Two-node cluster: clusterl
(3) Single-node cluster: cluster2
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|_|_l

elda eOb eOc eOd

cluster2

Host Name IP Address(es) Username Password

w2k12 192.168.0.11 Administrator Netapp123
clusterl 192.168.0.101 admin Netapp123
cluster1-01 192.168.0.91 admin Netappl123
cluster1-02 192.168.0.92 admin Netapp123
cluster2 192.168.0.102 admin Netapp123
cluster2-01 192.168.0.93 admin Netapp123

NOTE: This table lists only the lab components. Please refer to the tasks that follow for the detailed steps.
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TASK 1: INSTALL ONCOMMAND SYSTEM MANAGER
In this task, you install OnCommand System Manager on your Windows Server.

STEP ACTION

1. Verify you see the Modern view of your assignhed Windows Server:

administrator

admanistrator &
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STEP ACTION

3. Verify that you see the administrator’s desktop:

CI— 156 Pt
== BT B o

I

2l

SO UFSERI|ES:

On your Windows Server’s desktop, double-click the CourseFiles shortcut:

Verify the ¢: \CourseFiles directory opens:

=l Recentplaces

= Libraries

5| Documents
@ Music
E=| Pictures

B videos

18 Cornputer
ey Local Disk (C2)

k"i.n MNetwark

Ziterns  1item selected 104 ME

| = | Aapplication Toos CourseFiles [ [o ]
Home Share Wiew Manage @
T ‘ ¥ Computer b Local Disk (G » CourseFiles v & | ‘ Search CourseFiles P |
- -
¢ Favorites Marne Date modified Type Size
B Desktop || Licenses /272013 2253 PM Text Document TKE
& Dowenloads n sysmgr-setup-2-2-win 2f25/2013 123 PM Application 10673 KB

Double-click sysmgr-setup-2-2-win.exe.
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STEP | ACTIO

7. Verify the NetApp OnCommand System Manager Setup Wizard appears:

m NetApp OnCommand System Manager 2.2 Setup I;Ii-

Welcome to the NetApp
OnCommand System Manager 2.2
Setup Wizard

This wizard will quide you through the installation of MetApp
onCommand System Manager 2.2 (version: 2.0,

To continue, click Mesxt

8. Click Next to start the wizard.

9. Accept the default installation location and click Next:

mn NetApp OnCommand System Manager 2.2 Setup I;Ii-

Choose Install Location
Choose the Folder in which ko install MetApp OnCommand System Manager 2.2, n

Setup will install MetApp OnCommand System Manager 2.2 in the Following folder. To install in
a different Falder, click Browse and select anather Folder. Click Mext to continue.

Destination Folder

Erowse...

Space required: 46.6MB
Space available: 25.1GE

Metapp OnCommand System Manager 2,2

| < Back ” ext = || Cancel

10. Select Automatically select port number:

m NetApp OnCommand System Manager 2.2 Setup I;Ii-

Web Server
MetApp OnCommand System Manager 2.2 will install a Jetty web server. n

MetApp OnCommand Syskem Manager 2.2 uses a local web server to provide services that
require access to multiple storage systems.,

For security purposes and ease of use, Metdpp OnCommand System Manager 2.2

aukomatically chooses a free ephemeral port; however, you can set a specific port. This may
assist in identifying a port number during your security audit procedures.

Automatically select pork number

() Use specific paort number

Recommended not to use well known ports (0 - 1023) and use free port range
between 1024 - 65535

Port: {1024-65535)

MetApp OnCommand System Manager 2,2

< Back ” Mext = | | Cancel
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STEP  ACTION

11. Click Next.

12. | After installation, verify that the install completed successfully:

= (O X

n NetApp OnCommand System Manager 2.2 Setup

Completing the NetApp
OnCommand System Manager 2.2
Setup Wizard

Metapp OnCammand System Manager 2.2 has been installed
on your computer,

Click Finish to close this wizard,

Canicel

< Back

13. Click Finish.
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TASK 2: CREATE A CLUSTER

In this task, you log in to your assigned node 1 and create a cluster. Your node 1 is in the state immediately
after disk initialization. Cluster interconnect switches have been configured and cabled to the appropriate
ports for this node. In order to provide remote access, this hode has been configured with a node management
logical interface (LIF). You use the LIF to initiate a Secure Shell (SSH) session with node 1.

STEP ACTION

1. On your Windows desktop, double-click the link to PUTTY icon:
[Eeiftyy
2 Verify that the PUTTY Configuration dialog appeared:
2 PUTTY Configuration -
Category:
=I- Session Basic options for your PuT T session
H - L.Ugg\ng Specify the destination pou want to connect to
=1 Terminal
Keyboard Host Mame [or IP address) PBort
Bel [ |[zz
i - Features Connection type:
1 Wwindow O Raw O Tehet O Rlogin @ 55H O Serial
: SEE:::::B Load, save or delete a stored session
Translation Saved Sessions
- Selection |
- Colours -
i ' Default Settings Load
- Connection cluster]-01-mgmt —
- Drat: cluster] -02-rgmt
p;:} cluster2-01-mgmt
- Rlogin
+-55H
- Seral Close windaw on eyt B
(O Always (O Mever  ® Only on clean exit
o ][ ]

3 Under Saved Sessions, select the cluster1-01-mgmt saved session:
) PuTTY Configuration -
Categony:
=I- Session Basic options for your PuT T session
: TE' N L.oglg\ng Specify the destination you want to connect to
Fmina Hast Mame [or IP address) Port
K.eybaoard
Bel |[z2
i i-Features Connection type:
- Wwiindaw (O Raw (O Telmet O Rlogin ® SSH O Serial
pRaalance Load, save or delete a stored session
Behaviour
.. Translation Saved Sessions
- Selection | |
- Colours :
H D efault Settings
=- Connection |ﬂ|
- Data cluster]-02-mamt
- Prawy cluster2-01-rmgmt
- Rilogin
+- 55H
- Serial Close window on exit: ~
O Always (O Mever @ Only on clean exit
G ][ G
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STEP  ACTION

4. Click Load:

e PuTTY Configuration .

Categon:

= Session Basic options for your PuT T gession
i... Logging

H ! Specify the destination vou want to connect ta
=- Terminal

Hast Mame [or IP address) Port
- Keyboard
- Bel 192.168.0.91 | [22
i b-Features Cannection type: ~ B ~
=1 Window O Raw O Tehet O Riogin @ 55H O Serial
ppea!ance Load, save or delete a stored session
- Behaviour
- Translation Saved Sessions
- Selection |c\uslar1 01 -t |
CUIU_L"S Default Settings
=- Cornection
- Data cluster]-02-mgmt
- Prowy cluster2-01-rmgmt
- Rilogin
#-35H
o Gerial

Clase window on exit:
() Always () Mever (@ Only on clean exit

[ ][ o]

5 Click Open to open a session with your storage system.

6. The PUTTY Security Alert dialog box appears (your SSH fingerprint might differ from example
shown):

PUTTY Security Alert .

The server's host key is not cached in the registry, You
l % have no guarantee that the server is the computer you

think itis,

The server's rsal key fingerprint is:

ssh-rsa 2048 9a:8b: 77:82:4 7209 74 de: 02:4d: 01:32:7: 7 10d 13

If you trust this host, hit Ves to add the key to

PuTTY¥'s cache and carry on connecting,

If youwant to carny on connecting just once, without

adding the key to the cache, hit No,

If you do ot trust this hast, hit Cancel to abandon the

connection,

7. Click Yes to confirm the SSH fingerprint key.

8. Verify that you see the login prompt.

login as:

9. At the login prompt, type admin.

10. The admin login account does not have a password assigned to it yet. Press Enter.

11. Verify that you see the command prompt.

clusterl-01::>

12. Start the cluster setup wizard:

clusterl-01::> cluster setup
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STEP ACTION

13. In response to the question “Do you want to create a new cluster or join an existing cluster,”
enter create to create a cluster for the first node.

14. In the response to the question “Do you intend for this node to be used as a single node cluster,”
enter no for this cluster will be a multiple node cluster.

15. Verify the default values for the cluster interconnect:
Private cluster network ports [e0Oa,elb].
Cluster port MTU values will be set to 1500.

NOTE: The exercise environment is a simulated environment. If you use physical hardware,
these values are different. For details about recommended cluster interconnect ports and MTU
sizes, see the NetApp Support site (http://support.netapp.com).

16. In response to the question “do you want to use these defaults,” enter yes.

17. At step 1 of 5, enter the cluster name clusterl.

NOTE: Cluster names in clustered Data ONTAP are case-sensitive. “Cluster]” is not the same
as “clusterl.”

18. Enter the cluster base license code: ETYYFLXUQUMADFAAAAAAAAAAAAAA

NOTE: You can also cut and paste the license code from Licenses.txt in C:\CourseFiles.
Look for the cluster base license code for clusterl. If you mistype the license code, the setup
script will continue to prompt you for the correct code.

19. At step 2 of 5, enter the CIFS license: KCBNKHHTVDDCMAOZFAAAAAAAAAAA

NOTE: You can also cut and paste the license code from Licenses.txt in C:\CourseFiles.
Look for the CIFS license code for cluster1-01.

20. On prompt “Enter an additional license key,” press Enter to indicate that you are finished
adding license codes.

21. | Atstep 3 of 5, enter a password for the cluster administrator (admin) account.

For example, you can use Netapp123.

29 Enter the password again.

23 Press Enter to select the default cluster management interface port: e0c

24. Enter this IP address for the cluster management interface: 192.168.0.101

25, Enter this network mask for the cluster management interface: 255.255.255.0

26. Enter this default gateway for the cluster management interface: 192.168.0.1
27. Enter this Domain Name System (DNS) domain name: learn.netapp.local
28. Enter this name server IP address: 192.168.0.11

29 At step 4 of 5, note the statement about storage failover (SFO).

Because this is not a high-availability system, it will not use SFO.
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http://support.netapp.com/

STEP  ACTION

30. | Atstep 5of5, in the text box, enter the location of the controller.

NOTE: You should enter the physical address of the storage system, because NetApp Global
Support uses this information for delivering parts. For this educational environment, you can
enter anything value.

31. Press Enter to select the default node management interface port: e0c

32. Press Enter to use the defined IP address, 192.168.0. 91, for this node.
NOTE: The node management interface was set when the lab environment was prepared.

33. Press Enter to use the defined network mask, 255.255.255. 0, for this node.

34. Enter this default gateway for the cluster management interface: 192.168.0.1

35. This completes the cluster setup wizard. Verify you now see the cluster shell prompt:

clusterl::>

36. Close the PUTTY session for the node management LIF.

You can now use SSH to log in to the cluster management port from another PUTTY session.

37. Click the icon to open another PUTTY window:

=

Pt

38. Verify that the PUTTY Configuration dialog appears:

) PuTTY Configuration .
Categon:
= Session Basic options for your PuT T session
H TE' N L.oglg\ng Specify the destination you want to connect to
=1- Terminal
Hast Mame [or IP address) Port
i e Keyboard
- Bel [ |[22
i i-Features Connection type:
=1 Wwindaw () Raw O Telnet O) Rlogin @ SSH () Senal
| L Appearance .
PP Load, save or delete a stored session
- Behaviour
. Translation Saved Sessions
¢ - Selection |
i e Colours D i
H - efaul Settings Load
=I- Connection cluster!-01-mgmt |‘—|
- Data cluster] -02-rgmt 3
- Prowy cluster2-01-rmgmt
- Telnet Delete
- Rilogin
#- 55H
- Serial Close window on exit: -
(O Always (O Mever @) Only on clean exit
e | as
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STEP ACTION
39. Enter the IP address of the cluster management LIF: 192.168.0.101

el PuTTY Configuration .
Cateqgony:
= Session Basic options for your PuT T zession
T:. - Lnglg\ng Specify the destination vou want to connect to
=I- Terminal
Hast Mame [or IP address) Port
- K.eyboard
- Bal 192.168.0101 |[22
P Features C_onnection tpe: ~ ~ ~
=1- Window (O Raw ) Telnet O Rlogin @ SSH (O Serial
| b-bppearance
Ppeal Load. save or delete a stored session
- Behaviour )
- Translation Saved Sessions
- Selection |
CUIU_L"S Default Settings
onnection cluster] -07-mamt
- Data cluster]-02-rgmt
- Proxy cluster2-01-rmgmt
- Telnet
- Rlogin
-55H
- Serial Close window on exit: -
() Always () Mever () Only on clean exit
o= 1w ]

40. Verify that SSH is selected as the connection type.

41. Type a new session for this session: clusterl-mgmt

e PuTTY Configuration .
Categon:
= S_ession Basic options for your PuT T gession
: TE. - L.oglg\ng Specify the destination vou want to connect to
- Terminal
Hast Mame [or IP address) Port
i e Keyboard
- Bel 192.168.0.101 | [22
- Features E_nnnachnn tpe: ~ ~ ~
=1 Window (O Raw O Telnet O Rlogin @ SSH () Serial
| L tppearance
PP . Load, save or delete a stored session
- Behaviour )
- Translation Saved Sessions
- Selection cluster] -mgmt |
+ Colours D efault 5 ettiry
. s Load
annection cluzster]-0T-mgmt I;I
- Data 12-
- Prosy
- Telnet
- Rlogin
#-35H
o Gerial

Clase window on exit:
() Always () Mever (@ Only on clean exit

G ][ Cars

42. Click Save.

43. Click Open to start the session.
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STEP  ACTION

44. Verify the PUTTY Security Alert dialog box appears (your SSH fingerprint might differ from
this one):

PuTTY Security Alert -

The server's host key is not cached in the registry, You
& I . have no guarantee that the serser is the computer you

think it is.

The server's rsa? key fingerprint is:

ssh-rsa 2048 9a:6b: 77 8a:47: 38 Fhde: 02:4d: 01328 72 71hdf 13

If wou trust this host, hitYes to add the key to

PuTTY's cache and carry on connecting,

If wou want to carry on connecting just once, without

adding the key to the cache, hit Mo,

If wou do not trust this host, hit Cancel to abandon the

connection,

| Yes | ‘ Mo ‘ | Cancel |

If you don’t see the security alert, then you might have entered an incorrect IP address either at
(step 24 or step 39).

45, Click Yes to approve the SSH fingerprint key.

46. Verify that you see the login prompt.

login as:

47. Authenticate as: admin

48. Enter the password you provided in step 21 of this task (the suggested password was
Netappl23).

49. Verify that you see the clustershell prompt:

clusterl::>

50. Check the cluster health:

clusterl::> cluster show

Sample output:

Node Health Eligibility

clusterl-01 true true

51. Verify the version of the Data ONTAP:
clusterl::> system node image show

Sample output:

Is Is Install
Node Image Default Current Version Date
clusterl-01 imagel true true 8.2X15 -
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TASK 3: ADD THE CLUSTER TO ONCOMMAND SYSTEM MANAGER

In this task, you add your cluster management port to the local hosts file, launch System Manager, and add
your newly created cluster.

NOTE: For more details about configuring a storage system with System Manager, see the Clustered Data
ONTAP Administration course.

STEP ACTION

1 On the administrator desktop, open File Explorer:
o ~@ o0 fooe” - @5 220
2 Navigate to: C:\Windows\System32\Drivers\etc
| = | etc \;Ii-
GEMN Home  Share iew (2]
(" v 1‘| ¥ Computer » Local Disk (T » Windows » Systern3Z » Drivers » etc v || | Search etc R |
¢ Favorites Marme - Date modified Type Size
Bl Desktop || hosts 22T 2A9PM File 1kB
& Downloads | Imhosts.sam 6202 103 A SAM File 4KB
= Recent places || netwarks 521026 PM O File 1KB
| protocol AN 1026 P File 2KB
A Libraries || services 521026 PM O File 18KE
5| Documents
@ Music
=] Pictures
B videos
1M Computer
i Local Disk (T
CourseFiles
Perflogs
Prograrm Files
Program Files {x8&
Users
Windows
S s T_wall (Vs (2
?I_i Metwark
5 iterns =
3 Double-click hosts.
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STEP  ACTION

4. Verify that the operation dialog appears.

How do you want to open this file?

Default Host Application

E Internet Explorer
ﬂ MNotepad

m Paint

E Windows Media Player

_H Windows Photo Viewer

5. Select Notepad to open the hosts file in this tool.

6. Append to the end of the file the following information:
cluster_management LIF_IP_address cluster_name

Specifically, you should enter:
192.168.0.101 clusterl

7. Save the file.

8. Exit Notepad.

9. Close File Explorer.

10. On your Windows Server desktop, double-click the NetApp OnCommand System Manager
icon.

al !

Metdpp
OnCaornman
d Systern
fanager 2.2
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STEP  ACTION

11. | Verify that System Manager launches:

- | O -
@@‘ﬂ hittp:127.0.0.1:62085/75id=305296¢ O ~ B 0” W Mettpp OnCormmand Syst., | | {1 af 553
Tools *  Help “
e — NetApp
@ veip #24 support N

Login r)Ei:cover [ Add ¥ Remove |3 Refresh

Storage system name & Address Status

12. Click Add, which associates the new storage system (clusterl) with System Manager:

@[" hitp://127.0.0.1:62089/75:d =355206¢ ,o vy2d ” " Nethpp OnCommand SYSL-- [ l
| Tooks ¥ Hep v
@ e 3 support

2/ Discover | # Add X s | 3 Refresh

Storage systemname ~ Addr Status Type
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STEP  ACTION

13. Verify the Add a System dialog box appears.

= | O -
@@\ﬂ hittp:/f127.0.0.1:55147/7sid =1990203284352384714530086077026 O ~ B & H ¥ Mettpp OnCammand Syst.., ‘ | h & L

Tools » Help =

@ reip (4 support N “ NetApp

[Z? Login /l)[iacwer | E#"eAdd X Remove 'GRefrmn

Storage systemname & pjqdrecc Status

Add a System

Host Name or IP Address: |

% | More

| poa |
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STEP  ACTION

14. In the Host Name or IP Address text box, enter the IP address of the cluster management LIF:
192.168.0.101

- [
@@\ﬂ http:/#127.0.0.1:55147/75id= 19902 03264352 984714539086077926 O ~ B © H ¥ Nettpp OnCommand Syst... ‘ | i e

Tools + Help =

@ e K23 support B n NetApp:

4" Login })Eiscwer | @Am X Remove 'Gnefrmn

Storage systemname & pddeece Status

Add a System x

Host Name or TP Address: 192.168.0.101

¥ | More
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STEP  ACTION

15. Click the More button, expanding the dialog box:

£
x
e

@@‘“ hittp:/127.0.0.1:55147¢7sid = 19902 03284352384 714539086077926 O ~ B & H T Netdpp OnCarmrmand Syst. ‘
Tools » Help =

@ Help (33 support

Storage systemname & pjqdrecc Status

Add a System x

Host Name or IP Address: 192.168.0.101

4 | More

@ SHMP

Community:
Version:

() Credentials

User Name:

Password:

16. Select the Credentials button:

@@‘ﬂ http:/F127.0.0.1:55147/F5id= 19002032 94352384714530086077926 O ~ B & H W Retipp OnCommand Syst..
Tools *  Help =

@ Help (33 support

2 Login /‘-’I:iscwer 'E@Adﬂ X Remove 'GRefrmn

Storage systemname & pq4eacc Status

Add a System x

Host Name or IP Address: 192.168.0.101

% | More

) Snmp

Community:
Version:

(@) Credentials

L)

Us ,7
Pass ’7

Add
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STEP  ACTION

17. Authenticate as admin with the password you provided in Step 21 of Task 2:

= | O -
@@\ﬂ frtp/ 1 27.0.0.1:55 147/ F5id= 19002032 435234 T1453908607706 O » B ¢ H ¥ Nettpp OnCommand Syst... ‘ | 1k 1

Tools ~ Help =

@ e 123 support E n NetApp

o logn 4 Discover | [# agd ¥ nemove | 3 Refresh

Storage systemname & pj4giecc Status

Add a System o
Host Name or IP Address: 192.168.0.101
% | More

) Shmp

Community:

Version: =

@
(@) Credentials

User Name: admin
Passwiord: CYTTT T

18. Click Add.
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STEP  ACTION

19. | The cluster should be added to the list of storage systems:

W0 bt //127.0.0,1:55147/25id=19902032 843523847145 39086077926 O ~ B € || B Nettpp OnCommand Syst.. X

[ Login p[iscwer | [3 agd X Remove | 3 Refresh
Storage systemname & pjqdrecc Status

192.168.0.101 8.2X15 Cluster-Mode

20. Ensure that clusterl is selected and click Login:

W hitp://127.0.0.1:55147/75icl=1990203284352384714539086077926 O ~ B © || BW Nethpp OnCommand Syst., X

192.168.0.101 8.2%15 Cluster-Mode
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STEP  ACTION

21 In the left pane of System Manager, expand clusterl.
NOTE: There is only one node in the cluster:
@@‘“ http:/f127.0.0.1:56065/75id=13002 603 992 60495644153326450114 O » B & H n Metdpp OnCornmand Syst... ‘ |
Tools ¥ Help = —
@Hﬁlp @Suppurt
Go M clusterl *
« | duster1
Cluster =
4 £ clustert Properties 2 System Health
i) Storage
4 Configuration Version: NetApp Release 8.2X15 Cluster- A Cluster Health: @ Degraded
ersion: .
- B8 Diagnostics Mode: Sun Ja... Subsystem Health
Number of nodes: 1 node = switch_health: @ Degraded
Number of Vservers:  NA v a sas_connect: © ok
- rifr mdas AN Nl
< > <
Alarms 2 Storage
[
There are no alarms at this time. Data Aggregates: 0 Aggregates
Data Agaregates by Space Utilization: NA
0% 20% 40% £0%
Vservers +
Nodes +
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TASK 4: JOIN A NODE TO THE CLUSTER

In this task, you add your second assigned node to the cluster. Just like node 1, node 2 is in the state
immediately after disk initialization. The cluster interconnect switches have been configured and cabled to the
appropriate ports for this node. In order to provide remote access, this node has been configured with a node
management LIF. You use the LIF to initiate an SSH session with node 2.

1. On your Windows desktop, double-click the link to PUTTY icon:

[kisky

2 Verify that the PUTTY dialog has appears:

R PuTTY Configuration -
Category:
=I- Session Basic options for your PuT T session
H T:. : L.Uglg\ng Specify the destination you want to connect to
=I- Terminal
Host Mame [or IP address) PBort
i e Keyboard
Bel [ |[zz
i beFeatures Connection type: ~ - B
=1 Window (O Raw (U Telmet (U Rlogin @ 5SH (O Serial
Appearance .
PRt Load, save or delete a stored session
Behaviour
Translation Saved Seszions
- Selection |
- Colours i
i ' Default Settings Load
- Connection cluster]-01-mgmt I_—I
- Data cluster] -02-rgmt -S
- Prawy cluster] -mamt e
- Telnet cluester2-07-mgmt
- Rlogin
#-55H
- Seral Close window on exit: B
(O Always (O Mever  ® Only on clean exit

B ][ G ]

3 Select the cluster1-02-mgmt saved session.
4 Click Load:
) PuTTY Configuration -
Categony:
=I- Session Basic options for your PuT T session
: TE' N L.oglg\ng Specify the destination pou want to connect ta
Fmne Hast Mame [or IP address) Port
K.eybaoard
Bel 192.168.0.82 |[22
i i-Features Connection type:
|- Windaw (O Raw (O Telmet O Rlogin ® SSH O Serial
iy
PRESIANGE Load, save or delete a stored session
- Behaviour
- Translation Saved Sessions
- Selection cluster] -02-mamt |
. EDID_“'S Default Settings
=I- Connection cluster]-01 -mgmt i
- Data clu 2-ramt
- Prawy cluster] -mamt
- Telnet cluester2-07-mgmt
- Rilogin
+- 55H
e Gerial

Close window on exit:

O Always O Mever @) Only on clean exit

| Open | | Cancel

5. Click Open to start the session.
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STEP ACTION

6. The PUTTY Security Alert should appear.

7. Click Yes to confirm the SSH fingerprint key.

8. Verify that you see the login prompt.
login as:
9. At the login prompt, type: admin

10. The admin login account does not have a password assigned to it. Press Enter.

11. Verify the command prompt appears:

clusterl-02::>

12. Start the cluster setup wizard:

clusterl-02::> cluster setup

13. In response to the question “Do you want to create a new cluster or join an existing cluster,”
enter join.

14, | Verify the default values for the cluster network:
Private cluster network ports [e0Oa,eOb].
Cluster port MTU values will be set to 1500.

NOTE: The exercise environment is a simulated environment. If you use physical hardware,
these values are different.

15. In response to the question “Do you want to use these defaults,” enter yes.

16. At Step 1 of 3, verify that the cluster was correctly identified on the valuable clusters to join:
clusterl

17. Press Enter to select the clusterl cluster.

18. In Stept 2 of 3, note the statement about storage failover (SFO). This is a non-high-availability
system and so will not use SFO.

19. In Step 3 of 3, press Enter to select the default node management interface port: e0Oc

20. The node management interface set during the setup of the lab environment. Press Enter to use
the predefined IP address. The IP address for this node should be 192.168.0.92.

21. Press Enter to use the predefined network mask. The network mask should be
255.255.255. 0 for this node.

22 Enter the following default gateway for the cluster management interface: 192.168.0.1

23 Verify the cluster setup wizard completes successfully.

24. Close the node management LIF SSH PuTTY session.

25 Switch back to the PUTTY SSH session with the cluster management LIF.
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STEP  ACTION

26. Enter this command to check the cluster health:

clusterl::> cluster show

Sample output:

Node Health Eligibility
clusterl-01 true true
clusterl-02 true true

2 entries were displayed.

27 In System Manager, verify that both nodes are visible:
@@‘“ hittp:/#127.0.0.1:5 6065/ 7sid = 13002 693 992604956441 53326459114 O ~ B & H ¥ Mettpp OnCormmand Syst... ‘ |
Tools ¥ Help =
@ ren 3 support =
Home |[CTECR
« I duster1
Cluster -
4 £ clustert Properties A System Health
- Storage
» %4, Configuration v . NetApp Release 8.2X15 Cluster- & Cluster Health: @ Degraded
ersion: .
* |E Diagnostics Mode: Sun Ja... Subsystem Health
Number of nodes: 2 nodes = switch_health: @ Degraded
Number of Vservers:  NA v » sas_connect: @ ok
o i e o N
< >
Alarms 3 Storage
There are no alarms at this time. Data Agaregates: 0 Agaregates
Data Agaregates by Space Utilization: NA
0% 208 409 60%
Vservers +
Modes +
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TASK 5: EXPLORE HOW TO LICENSE PACKAGES

In this task, you use System Manager to license the SnapVault package, which is new to clustered Data
ONTAP 8.2. Then you use an SSH session to the cluster management LIF to explore licensing packages from
the CLI.

STEP ACTION

1. Within the clusterl tab, select Cluster > clusterl > Configuration > System Tools >
Licenses.
2. Verify that the CIFS package and the base package are licensed.

There are three types of licenses:

= Licenses, which System Manager describes as “Node Locked License.” Each node license is
locked to a node in the cluster. You should install node licenses for each node in the cluster.
The CIFS license is a node license.

= Site licenses, which System Manager describes as “Installed on a cluster.” The base cluster
license is a site license.

= Demonstration licenses, which System Manager describes as “Demo License expires on
end_date” These licenses are not locked to a particular node.

= | O -
@@‘ﬂ hittp1/127.0,0,1:547 16 7sick= 153 6771 7960671 T0561205477703521 O + B & H ¥ Netipp OnCommand Syst.. ‘ | ok Tt
Tools * Help = “
NetApp*
@Help @Suppurl —
Home cluster1 *
« Licenses
Cluster -
Packages Details
a cluster1
» B} Storage I nga X 3 Refresh
4 ', Configuration package Licensed = Description
r Securi
r_a fy CIFS License W Yes Mode Locked License
* = Services N
Cluster Base License v Yes Installed on a cluster
4%, System Tools
i& DateTime insight_balance e No Mo License Available
E Licenses snaplock_enterprise 2 N Ma License Available
= shme v_storageattach & No Mo License Available
{s0) Snapshot Poiicies snapprotectapps B No Mo License Available
Lo Schedules snapmanagersuite [ 1) Mo License Available
& Peers
snaplock B No Mo License Available
> [E3 Diagnostics
snapvault Q No Mo License Available v
Select a single item from the table to view the item details.
Vservers +
Modes +
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STEP | ACTIO

3. Next, you will add new licenses for the SnapVault feature. Click Add:

@@‘“ hittpu/F127.0.0.1:54715¢ Tsid = 183672 17860671 70561205477703521 O ~ B & H ¥ Nettpp OnCommand Syst... ‘ |

Tools * Help =

@ Help @Suppurt

“ ¥ Licenses
Cluster =
Packages Details
4 2 clustert
d Storage (3 Add X ' Refresh
4 %, Configuration Package Licensed ¥ Description
> Securi
r-%w R CIFS License o Yes Mode Locked License
» = Services
Cluster Base License W Yes Installed on a cluster
4 'y System Tools
% DateTime insight_balance [ Mo License Available
EJ Licenses snaplock_enterprise D No Mo License Available
B P v_storageattach Q No Mo License Available
(1) Snapshet Folicies snapprotectapps & No Mo License Available
E@ Schedules snapmanagersuite Q No Mo License Available
& Peers
snaplock [ Mo License Available
> |Ed Diagnostics
snapvault 2 No Mo License Available
Select a single item from the table to view the item details.
Vservers +
Modes +

4. Verify that the Add License Packages dialog appears:

@@‘“ hittpi/#127.0.0.1:54718¢ Tsid = 1836721 7860671 70561205477793521 O ~ B & H n Metlpp OnCormmand Syst.., ‘ | ﬁ if? {g

Tools ¥ Help = “
— NetApp-
@ e 3 support
Home
“ ¥ Licenses
Cluster | - | p—
_ Packages | Details
4 E-E cluster1
[ add % etz | S Refresh
4 %, Configuration Package Licensed = Description
> P security )
b @Sewi:es s Add License Packages » ked License A
Cluste on a dluster
4 e\ System Tools
% DateTime insigh e Available
= Licenses snaph ie Available
59 srvP v_sto ;e Available
(&) Snapshot Policies snapp e Available
[ Schedules snapr @ For more than one license keys use comma(,) as delimiter. b Avadabic
& Pees
" snaph Cangel e Available
[+ B8 Diagnostics nc
SNAPV e - vew i@ Available v
Select a single item from the table to view the item details.
Vservers |E|
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STEP  ACTION

5. Enter the license codes for SnapVault software for node 1 and node 2:
QPLNOHHTVDDCMAOZFAAAAAAAAAAA ,EXSBOQNSVQFGEYAOZFAAAAAAAAAAA

NOTE: You can also cut and paste the license codes from the Licenses.txt file in
C:\CourseFiles. Look for the SnapVault license codes for cluster1-01 and cluster1-02. If you
paste in a code but the Add button is not available, delete the last character and then re-add the
license code. The Add button should become available.

6. Click Add.

7. Verify that the SnapVault package was correctly identified.
The two license codes are locked to the nodes in the cluster:
= | O -
@@‘“ http:/f127.0.0.1:54715/7:id=1836721 7860671 70561205477703521 O ~ B & H n Metdpp OnCormmand Syst., ‘ | & * {g‘
Tools ¥ Help =
— “ NetApp*
@ Help @Suppurt
Home
“ ¥ Licenses
Cluster - — )
Packa -
a g—gcluatem Seay Add licenses status x
- B} Storage 3 AGd 3 [Status of the newly added icenses packages is shown below.
“ %D ? ;:rmvn Package Package/License Code Status  Type Cluster/Node jetion
ul ) .
b @Sewices e SnapVault License o Mode Locked cluster1-01 lazisl peree ~
Cluster Bas . lled on a duster
4 é\ System Tools SnapVault License " Mode Locked cluster1-02
% DateTime insight_bal ense Available
= Licenses snaplock_e ense Available
B shvp v_storage: zense Available
(a1) Snapshot Policies snapprotec ense Available
'*'_T.Q Sehedules snapmanag ense Available
R snaplock ense Available
[ |E Diagnostics
snapvault cense Available v
Close
Select a single item from the table to view the item details.
Vservers +
MNodes +

8. Click Close.
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STEP  ACTION

Description

Node Locked License
Node Locked License
Installed on a cluster
Mo License Available
No License Available
No License Available
No License Available
No License Available

Mo License Available

Select a single item from the table to view the item details.

0. Verify the new package is licensed in the list:
@@\ll bt /127.0.0,1:5471 5/ 7sicd=1836721 786067170561 205477793521 O ~ B €& H ¥ Netipp OnCommand Syst... ‘ |
Tools ¥ Help =
@ Help @Suppurt
T2 W cluster1 *
“ ¥ Licenses
Cluster =
Packages Details
4 2 clustert
d Storage E s ' Refresh
4 % Cenfiguration Package Licensed ¥
) ? Securtty SnapVault License " Yes
> L'& Services
CIFS License « Yes
4 'y System Tools
% DateTime Cluster Base License " Yes
7 Licenses insight_balance @ No
B P snaplock_enterprise Q Mo
(&) Snapshot Policies v_storageattach B no
£ Schedulss snapprotectapps BnNe
b Peers snapmanagersuite B ho
> |Ed Diagnostics
snaplock @ No
Vservers +
Modes +

Switch back to the cluster management LIF SSH PuTTY session. Authenticate as admin using

10 the password defined in Task 2 Step 21 if necessary.
11. View the cluster’s serial ID:
clusterl::> cluster identity show
Sample output:
Cluster UUID: a9%e342al-8le5-11e2-93a8-123478563412
Cluster Name: clusterl
Cluster Serial Number: 1-80-000011
Cluster Location:
Cluster Contact:
For this sample output, the serial number is 1-80-000011.
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STEP  ACTION

12. Identify the serial number of each system in the cluster:

clusterl::> system node show —-fields node,serialnumber
Sample output:

node serialnumber

clusterl-01 4044744-72-1

clusterl-02 4044744-72-2

2 entries were displayed.

13. Navigate to the license hierarchy:
clusterl::> license
The prompt changes to the system license hierarchy:

clusterl::system license>

14. List the available commands:
clusterl::system license> ?

Sample output:

add Add one or more licenses
clean-up Remove unnecessary licenses
delete Delete a license

show Display licenses

status> Display license status
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STEP  ACTION

15. View the current licensed commands:
clusterl::system license> show
Sample output:

Serial Number: 1-80-000011

Owner: clusterl

Package Type Description Expiration

Serial Number: 1-81-0000000000000004044744721

Owner: clusterl-01

Package Type Description Expiration
CIFS license CIFS License -
SnapVault license SnapVault License -

Serial Number: 1-81-0000000000000004044744722
Owner: clusterl-02

Package Type Description Expiration

SnapVault license SnapVault License -

4 entries were displayed.
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STEP  ACTION

16. List details about the available license packages:

clusterl::system license> status show

Sample output:

Package Licensed Method Expiration
Base site -
NF'S none -
CIFS license -
iSCsSI none -
FCP none -
CDMI none -
SnapRestore none -
SnapMirror none -
FlexClone none -
SnapVault license -
SnapLock none -
SnapManagerSuite none -
SnapProtectApps none -
V_StorageAttach none -

SnapLock Enterprise none -
Insight Balance none -

16 entries were displayed.

17. Add a demonstration license for SnapMirror software:

clusterl::system license> add —-license-code
SAQINHHTVDDCMAOZFAAAAAAAAAAA

NOTE: You can also cut and paste the license code from the Licenses.txt file in
C:\CourseFiles. Look for the SnapMirror license code.

Sample output:
License for package "SnapMirror" installed successfully.

(1 of 1 added successfully)
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STEP  ACTION

18. Verify the demo license:
clusterl::system license> show
Sample output:

Serial Number: 1-80-000011

Owner: clusterl

Package Type Description Expiration
Base site Cluster Base License -
SnapMirror demo SnapMirror License 10/5/2015 08:00:00

Serial Number: 1-81-0000000000000004044744721

Owner: clusterl-01

Package Type Description Expiration
CIFS license CIFS License -
SnapVault license SnapVault License -

Serial Number: 1-81-0000000000000004044744722

Owner: clusterl-02

Package Type Description Expiration
SnapVault license SnapVault License -

5 entries were displayed.

10. Delete the new SnapMirror license:

clusterl::system license> delete -serial-number 1-80-000011
-package SnapMirror

Sample output:
Warning: The following license will be removed:

SnapMirror 1-80-000011

20. Confirm the deletion:

Do you want to continue? {yln}: y
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STEP  ACTION

21. Add the CIFS license for node 2:

clusterl::system license> add -license-code
YJIBMNSVQFGEYAOZFAAAAAAAAAAA

YNSHQZOAHIMIWBOZFAAAAAAAAAAA

NOTE: You can also cut and paste the license code from the Licenses.txt file in
C:\CourseFiles. Look for the CIFS license code for cluster1-02.

Sample output:

License for package "CIFS" and serial number "1-81-
0000000000000004044744722" installed successfully.

(1 of 1 added successfully)

22. Verify the new CIFS license was added:
clusterl::system license> show
Sample output:

Serial Number: 1-80-000011

Owner: clusterl

Package Type Description Expiration

Serial Number: 1-81-0000000000000004044744721

Owner: clusterl-01

Package Type Description Expiration
CIFS license CIFS License -
SnapVault license SnapVault License -

Serial Number: 1-81-0000000000000004044744722

Owner: clusterl-02

Package Type Description Expiration
CIFS license CIFS License -
SnapVault license SnapVault License -

5 entries were displayed.
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STEP  ACTION

23. Add the FCP license for a node that is not currently in the cluster:

clusterl::system license> add -license-code
YNSHQZOAHIMIWBOZFAAAAAAAAAAA

NOTE: You might add a license for a node that does not exist to “preload” the license for a
node that you will soon add. You can also cut and paste the license code from the Licenses.txt
file in c:\CourseFiles. Look for the FCP license code for clusterl-xx.

Sample output:

License for package "FCP" and serial number " 1-81-
0000000000000004044744724" installed successfully.

(1 of 1 added successfully)
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STEP  ACTION

24. Verify the new FCP license was added:
clusterl::system license> show
Sample output:

Serial Number: 1-80-000011

Owner: clusterl

Package Type Description Expiration

Serial Number: 1-81-0000000000000004044744721

Owner: clusterl-01

Package Type Description Expiration
CIFS license CIFS License -
SnapVault license SnapVault License -

Serial Number: 1-81-0000000000000004044744722

Owner: clusterl-02

Package Type Description Expiration
CIFS license CIFS License -
SnapVault license SnapVault License -

Serial Number: 1-81-0000000000000004044744724

Owner: none

Package Type Description Expiration
FCP license FCP License -

6 entries were displayed.

25, Type the following command and then press tab:

clusterl::system license> clean-up - \

Sample output:
Tab, not Enter

-unused -expired -simulate

clusterl::system license> clean-up -

NOTE: You can select expired or unused licenses to be removed. An unused license is a license
that is associated with node that doesn’t belong to the cluster.
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STEP  ACTION

26. Verify what will be cleaned up with the unused command:
clusterl::system license> clean-up -unused -simulate
Sample output:

The following licenses will be cleaned up:

Serial number: 1-81-0000000000000004044744724

Owner: none

Package Reason
FCP Serial number is not used by any node in the cluster
27. Clean up the unused licenses:

clusterl::system license> clean-up -unused
Sample output:

unused license deleted.

28. Verify that the FCP license was removed:
clusterl::system license> show
Sample output:

Serial Number: 1-80-000011

Owner: clusterl

Package Type Description Expiration

jos]
o)
0
®
0]
'_l
+
®
Q
'_l
o
0]
o+
®
]
jos]
o)
0
®
=
'_l.
Q
®
3
0
®
|

Serial Number: 1-81-0000000000000004044744721

Owner: clusterl-01

Package Type Description Expiration
CIFS license CIFS License -
SnapVault license SnapVault License -

Serial Number: 1-81-0000000000000004044744722

Owner: clusterl-02

Package Type Description Expiration
CIFS license CIFS License -
SnapVault license SnapVault License -

5 entries were displayed.
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TASK 6: CREATE A DATA AGGREGATE

In this task, you use System Manager to create a data aggregate for volumes used in a Virtual Storage Server
(Vserver). To learn how to create a Vserver, see the Clustered Data ONTAP Administration, 8.2 Update Part
2: Quality of Service exericse in this series.

STEP ACTION

1. In System Manager; in the left pane, click Storage:

@@‘“ http:/f127.0.0.1:61442/7sid=1721626353168935383466183362500 O » B & H n MNetbpp OnCormmand Syst.. ‘ |
Tooks *  Help ~ -
@Halp @Suppurt

TNMl cluster1 X
« || storage
Cluster -
Frequent Tasks

a clustem

» B storage [E] Create Agaregate

> % Cenfiguration

» |Ed Diagnostics
Vservers +
Nodes +

2. Click Create Aggregate.
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STEP  ACTION

3. Verify the Create Aggregate Wizard appears:
= | O -
@@‘“ hittpu/127.0.0.1:61442/7sid = 1721626353 1689353834661 88362508 O ~ B & H T Netdpp OnCarmrmand Syst. ‘ | 1 ok 1
Tools ¥ Help = “
NetApp*
@ e ) support
Home liiii Create Aggregate Wizard *
« Welcome to the Create Aggregate
Cluster = Wizard ;
Py This wizard wil guide you through the creation of a new aggregate
- B Storage
I+ %, Configuration
_ You will be asked for information about the aggregate name, RAID type and
- B8 Diagnostics ather applicable properties. You can exit the Create Aggregate Wizard any
time by clicking the 'Cancel button and no changes are made to your storage
systemthereafter.
To continue, diick Next
Back Nexts Cancel
Vservers
MNodes
4. Click Next.
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5. On the Aggregate Details page, specify the following:

= Aggregate Name: aggrl_clusterl 01
= RAID Type: RAID-DP

- | O -
@@\ﬂ frtp/ 1 27.0.0. 161442/ T5id=1721626353 1680353834661 20362500 O » B ¢ H ¥ Netapp OnCommand Syst... ‘ | A L
Tools ¥ Help “
NetApp
@ ren 3 support

Home iiin Create Aggregate Wizard »
<« Aggregate Details
Specify aggregate name, RAID type and other properties if applicable
Cluster E

a cluster1
o B} Storage Aggregate Name: ‘aggrl_clusterl_[ll
[3 e\ Configuration

Resiliency

> I Dagnostics RAID Type: RAIDOP v

To continue, dick Mext

«Back Cancel

Vservers

6. Click Next.
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STEP  ACTION

7. On the Aggregate Details page, click Select disks:
= | O -
@@‘“ hittpu/127.0.0.1:61442/7sid = 1721626353 1689353834661 88362508 O ~ B & H T Netdpp OnCarmrmand Syst. ‘ | 1 ok 1
Tools ¥ Help = “
NetApp*
@ e ) support
Home liiii Create Aggregate Wizard *
« Aggregate Details
Select the disk details and RAID details to create the aggregate
Cluster E |
a cluster1
- B storage Aggregate Name: 2garl_clusterl_01
I+ %, Configuration
I |E Diagnostics Disk Details
Node: -NA-
Effective Disk Type: -NA-
Capadity Disks: 0 Select disks
Tell me more about "Effective Disk Type™
RAID Details
RAID Type: RAID-DP
RAID Group Size: NA- Change
@ Select disks to create the aggregate
To continue, dick Create
<Back J Cancel
Vservers
MNodes
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8. On the Change Disk Selection dialog box, select the following:

= Disk group: cluster1-01 FCAL
= Number of capacity disks to use: 3

= (O -
@@hl httpi//127.0.0161134/ © = B C || M Netapp OnCormmand Syst... || oA
Tools = Help = "
@ > NetApp-
Help ‘Support
] m Create Aggregate Wizard IZI
Aggregate Details
Cluster Change Disk Selectlon »
4 F clustert All the spare disks have been grouped after excluding minimum hot spare disks. Select the disk group from
s % Storage the table and specify the number of disks that you want to add to the agaregate:
b .
% CIErE D Effective Dick Type  Disk Count Total Capacity Checksum
[+ B3 Diagnostics
T PP ——
cluster1-02 FCAL (1020.5 ME) 249 23.92 GB block
o ) =
Number of capacity disks to use: 3 =|
Bave and Ginse | Cancel |
To continue, dick Create
<«Back Create Cancel ]

Vservers —
Modes

NOTE: If you don’t see both nodes on the list, close System Manager, restart it, and log back in
to cluster 1. After that, restart this task.

9. Click Save and Close.
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STEP  ACTION

10. Review the information on the Aggregate Details page:
= | O -
@@‘“ hittpu/F127.0.0.1:61442// 7sid=1721626353 1689353834661 88362500 O ~ B & H ¥ Nettpp OnCommand Syst... ‘ | #H Ak L
Tools * Help = “
NetApp
@ e €3 support
Home: iiin Create Aggregate Wizard x
« Aggregate Details
Select the disk details and RAID details to create the aggregate
Cluster B
4 E-E cluster1
- B storage Agagregate Name: agorl_clusterl_01
I ', Configuration
I [E@ Diagnostics Disk Details
Node: cluster1-01
Effective Disk Type: FCAL
Capacity Disks: 3 (2.99 GB) Select disks
Tell me more about "Effective Disk Type”
RAID Details
RAID Type: RAID-DP
RAID Group Size: 16 Change
To continue, dick Create
Back J Create I Cancel
Vservers
Nodes

11. Click Create.
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STEP  ACTION

12. An error message appears, because in Data ONTAP 8.2 and later, you must have at least five
disks to create a RAID-DP aggregate. (For a RAID 4 aggregate, you must have at least three
disks). This change is to ensure that your data is well-protected:

= | O -
@@‘ﬂ httpi/#127.0.0.1:61442/%sid=172 1626353 1 63935363466180362500 O ~ B € H ¥ Nettpp OnCommand Syst... ‘ | ok 3
Tools * Help = “
NetApp-
@ rep 3 support
Home ﬂ Create Aggregate Wizard |;‘
« Aggregate Details
Select the disk details and RAID details to create the aggregate
Cluster E
a cluster1
- ) storage Aggregate Name: agarl_clusterl 01
3 % ‘Cenfiguration
I |E Diagnostics Disk Details
Node: cluster1-01
Error X
4 Data ONTAP API Failed :Failed to create A
aggregate aggri_cluster1_01 on cluster1-01. )
RAID| Reason: 3 disks specified, but at least 5 disks are
To continue, dick Create
«Back Create Cancel
Vservers
MNodes

13. Click OK to acknowledge the error.

14. Click Select disks again.
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15. On the Change Disk Selection page, select the following:

= Disk group: cluster1-01 FCAL
= Number of capacity disks to use: 10

@@|“ httpe//127.001:61134 O~ B & H MW Mettpp OnCommand Syst., | | (o ﬁ {§}

Tools = Help =

@ Heip 24 support

H ﬂ Create Aggregate Wizard

Aggregate Details

Cluster Change Dlslc Selectlnn

d == cluster1 All the spare disks have been grouped after exduding minimum hot spare disks. Select the disk group from
I % Storage the table and specify the number of disks that you want to add to the aggregate:
b Confi -
é\ gur. Effective Disk Type  Disk Count Total Capacity Checksum
I |E@ Diagnostics
E—I!.E_
cluster1-02 FCAL (1020.5 ME) 24 23.92 GB
o R 3 =)
MNumber of capacity disks to use: 10 =]

Cancel

To continue, dick Create

16. Click Save and Close.
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STEP  ACTION

17. Review the information on the Aggregate Details page:

= | O -
@@\ll rtbp/ 1 27.0.0. 161442/ F5id =172 1626353 1680353834661 20362500 O ~ B ¢ H ¥ Rettpp OnCommand Syst.. ‘ | (i e

Tools *  Help *

@ Hep K support n NetAppr

Home liiii Create Aggregate Wizard *

« Aggregate Details
Select the disk details and RAID details to create the aggregate

Cluster E
4 2 cluster!

- B storage Aggregate Name: 2garl_clusterl_01

I+ %, Configuration

I |E Diagnostics Disk Details

Node: cluster1-01

Effective Disk Type: FCAL

Capacity Disks: 10 (9.97 GB) Select disks

Tell me more about "Effective Disk Type™
RAID Details
RAID Type: RAID-DP

RAID Group Size: 16 Change

To continue, dick Create

«Back J Create I Cancel

Vservers

18. Click Create.
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STEP  ACTION

10. Verify the aggregate was successfully created:

@@\ll hittp:/f127.0.0.1:61442/75id =1721626353168935383466188362500 O ~ B & H ¥ Mettpp OnCammand Syst.., ‘ | h & L

Tools *  Help *

@ Hep K support

Home liiii Create Aggregate Wizard *

« Aggregate "aggrl_clusterl_01" created successfully.
Cluster E
a cluster1
- B Storage
I+ %, Configuration
[ |E8 Diagnostics

Finish

Vservers

20. Click Finish.

21. In the left pane, expand Storage and click Aggregates.
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STEP | ACTIO

22 Verify the list of aggregates:

@@‘“ hittpu/127.0.0.1:61442/7sid = 1721626353 1689353834661 88362508 O ~ B & H T Netdpp OnCarmrmand Syst. ‘ | 1 ok 1
Tools * Help =
T — “ NetApp
@ e K3 support .
Home
« Aggregates
Cluster = .
- E%g Create E. Edit X O tus * &9 volume Move | 3 Refresh
a cluster1
a Storage Node Used (%) Available S... Used Space  Total Space  Volume Count Disk Count Status Flash Pod ]
Y- :._-----mm
=] Disks agorl_dusterl_... duster1-02 96 39.01 MEB 860.99 MB 500 ME
+ 2, Configuration agorl_custer1 01 clusteri-01 0 7.03GB 184 KB 7.03GB 0 10 © onlne  -NA-
» |Ed Diagnostics
< >
Name: aggr0 ~
Status: © online
RAID Type: raid_dp, normal
Type: Agagregate
Root: Yes
v - Files: 96 v
vers Maximum Files: 30384
MNodes + Details ‘ Volumes ‘ Disk Layout |

23. Select the new aggregate: aggrl _clusterl 01 and review the aggregate details:

@@\ll hitpi//127.0.0.1:61442/Fsid= 1721626353 168085383466188362500 O » B & H Y Nebtypp OnCormmand Syst... ‘ | 1 ok 1

Tools ¥ Help = “
L~ NetApp
@ Help @Suppurt .
Home
« Aggregates
Cluster = .
[ create ZEdt % noere | [E status + & voume Move | 3 Refresh
a oo clustert
a Storage Name Node Used (%) Available S... Used Space  Total Space  Violume Count Disk Count Status Flash PodEH
Aggregates aggrl duster1-01 95 43.47 MB 856.53 MB 500 MB 1 3 @ onling -MA-
=] Disks agorl_dusterl ... duster1-02 96 39.01 MEB 860.99 MB 500 ME online

2 ot L L RS ey

» |E Diagnestics

< >

Hame: 20grl_clusterl_01 ~

Status: © online

RAID Type: raid_dp, normal

Type: Aggregate

Root: No

- Files: 96 v

LR Maximum Files: 31142
MNodes + Details ‘ Volumes Disk Layout
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TASK 7: CREATE A SINGLE-NODE CLUSTER
In this task, you log in to your assigned node 3 and create a cluster called cluster2.

1. On your Windows desktop, double-click the link to PUTTY icon:

[kisky

2 Verify that the PUTTY Configuration dialog appeared:

2 PUTTY Configuration -
Categony:

=8 S_ession Basic options for your PUTTY session
H TE' i L.oglg\ng Specify the destination pou want to connect to
=I- Terminal
: Host Mame [or IP address] Part
i - Keyboard

Bl [ |[2
i beFeatures Connection type: ~ ~ ~
= window (O Raw (U Telmet (U Rlogin @ 5SH (O Serial

- AppEalance .

PRl Load, save or delete a stored session
- Behaviour
Translation Saved Sessions
Selection |

H CDIO_L"S Default Settings
=- Connection cluster]-01-mgmt

- Data cluster] -02-rgmt

- Prawy cluster! -magmt

. Telnet cluster2-01-mgmt

- Rlagin

#-55H
o Seal Close window on exit: ~
O dlways (O Mever  (® Only on clean exit

B ][ G ]

3 Select the cluster2-01-mgmt saved session:
) PuTTY Configuration
Categony:
= S_ession Basic options for your PuT T session
H TE' N L.oglg\ng Specify the destination you want to connect to
_ S pmne Hast Name [or IP address) Port
- Keyboard
- Bell |22
i i-Features Connection type:
- Wwiindow O Raw O Temet O Rlogin @ 55H O Serial
[Y
PPBaIaNce Load, save or delete a stored session
- Behaviour
. Translation Saved Sessions
- Selection |
EDID_L"S Default Settings
onnection cluster]-01-mgmt
- Data cluster]-02-mgmt
- Prawy cluster] -mgmt
- Telnet Cl mamt
- Rilogin
#- 55H
e Gerial

Close window on exit: -
() Always () Mever (8 Only on clean exit

][
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STEP  ACTION

4. Click Load:

) PUTTY Configuration =3
Categorny:
=8 S_ession Basic options for your PUTTY session
H T:. 3 L.oglg\ng Specify the destination pou want to connect to
=1~ Terminal
Host Mame [or IP address) PBort
i - Keyboard
- Bel 192.168.0.93 |[22
Features Eionnection tpe: ~ ~ ~
= window (O Raw (U Telnet () Rlogin ® 55H () Serial
| L Appeaance .
ppeal Load, save or delete a stored session
- Behaviour )
.. Translation Saved Sessions
- Gelection cluster2-01-mgmt |
COIO_L"S Default Settings
=I- Connection cluster] 071 -ngmt
- Data cluster] -02-rgmt
Prosy cluster] -mant

Telnet cluster2-01 -mgmt

Rlagin
- 55H
o Gerial

Close window on exit: -
(O Always () Mever () Only on clean exit

o o]

5. Click Open to open a session with your storage system.

6. The PUTTY Security Alert dialog box appears (your SSH fingerprint will differ):

PuTTY Security Alert -

The server's host key is not cached in the registry, You
F. l % have no guarantee that the server is the cormputer you

think it is,

The server's rsad key fingerprint is:

ssh-rea 2048 5%:25:50:bfiddifhiae: Baichib BET:60a Tia 06 a2

[f wou trust this host, hit Ves to add the key to

PuTT¥'s cache and carry on connecting,

If wou want to carry oh connecting just once, without

adding the key to the cache, hit Mo,

[fwou do not trust this host, hit Cancel to abandon the

connection,

| Wes | | Mo | | Cancel |

7. Click Yes to confirm the SSH fingerprint key.

8. Verify the login prompt appears:

login as:

9. At the login prompt, type: admin

10. The admin login account does not have a password assigned to it. Press Enter.

11. Verify the command prompt appears:

cluster2-01::>

12. Start the cluster setup wizard:

cluster2-01::> cluster setup

13. In response to the question “Do you want to create a new cluster or join an existing cluster,”
enter create to create a cluster.

E1-49 Clustered Data ONTAP Administration, 8.2 Update Part 1 Setup

© 2013 NetApp, Inc. This material is intended only for training. Reproduction is not authorized.



STEP ACTION

14. In the response to the question “Do you intend for this node to be used as a single node cluster,”
enter yes to create a single-node cluster.

15. At step 1 of 5, enter the cluster name cluster2.

NOTE: Cluster names in clustered Data ONTAP are case-sensitive. “Cluster1” is not the same
as “clusterl.”

16. Enter the cluster base license code: GINBJXTZGYSEBGAAAAAAAAAAAAAA

NOTE: You can also cut and paste the license code from the Licenses.txt file in
C:\CourseFiles. Look for the cluster base license code for cluster2. If you mistype the
license code, the setup script will continue to prompt you for the correct code.

17. | When asked for an additional license code, enter the CIFS license:
MRPPNTDYLHJGKBOZFAAAAAAAAAAA

NOTE: You can also cut and paste the license code from the Licenses.txt file in
C:\CourseFiles. Look for the CIFS license code for cluster2-01.

18. | Atstep 2 of 5, when additional license codes are requested, enter the SnapVault license:
SEAQRTDYLHJGKBOZFAAAAAAAAAAA

NOTE: You can also cut and paste the license code from the Licenses.txt file in
C:\CourseFiles. Look for the SnapVault license code for cluster2-01.

19. On a blank line, press Enter to indicate that you are finished adding license codes.

20. At step 3 of 5, enter a password for the cluster administrator (admin) account.

For example, you can use Netapp123.

21 Retype the password and press Enter.

22 Press Enter to select the default cluster management interface port: e0a

23 Enter this IP address for the cluster management interface: 192.168.0.102

24. Enter this network mask for the cluster management interface: 255.255.255.0

25 Enter this default gateway for the cluster management interface: 192.168.0.1

26. Enter this DNS domain name: learn.netapp.local

27. Enter the name server IP address: 192.168.0.11

28, In screen display Step 4 of 5, note the statement about storage failover (SFO). This is a non-
high-availability system and so will not use SFO.

29. In screen display Step 5 of 5, in the text box, enter a value for the controller location.

NOTE: You must enter the physical address of the storage system, because NetApp Global
Support uses this information for delivering parts.

30. Press Enter to select the default node management interface port: eOc
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STEP  ACTION

31. Press Enter to use the defined IP address, 192.168.0. 93, for this node.

NOTE: The node management interface was set when the lab environment was prepared.

32. Press Enter to use the defined network mask, 255.255.255. 0, for this node.

33. Enter the following default gateway for the cluster management interface: 192.168.0.1

34. This completes the cluster setup wizard. Verify you now see the cluster shell prompt:

cluster2::>

35. Close the node management LIF SSH PUTTY session.

You can now use SSH to log in to the cluster management port through another PUTTY session.

36. Open another PUTTY window:

=

Pt

37. Verify that the PUTTY Configuration dialog appears:

e PuTTY Configuration .
Cateqgony:
= Session Basic options for your PuT T gession
+-Logaing Specify the destination pou want to connect to
Hast Mame [or IP address) Port
[ I[22
H Connection type:
=1 Window (O Raw ) Telnet O Rlogin @ SSH () Serial
| - Bppeatance
PP . Load, save or delete a stored session
- Behaviour )
- Translation Saved Sessions
; Selection |
i e Colours D ;
- cfaul Settings Load
=|- Connection cluzster]-0T-mgmt I;I
- Data cluster] -02-mgmt 3
- Proxy cluster] -mgrnt
- Telnet clusterz-01-mamt
- Rlogin
#- 55H
- Serial Close window on exit: -
() Always () Mever (@ Only on clean exit
T
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STEP ACTION
38. Enter the IP address of the cluster management LIF: 192.168.0.102

el PuTTY Configuration .
Cateqgony:
= Session Basic options for your PuT T zession
T:. - Lnglg\ng Specify the destination vou want to connect to
=I- Terminal
Hast Mame [or IP address) Port
- K.eyboard
- Bal 192.168.0.102 |[22
P Features C_onnection tpe: ~ ~ ~
=1- Window (O Raw ) Telnet O Rlogin @ SSH (O Serial
| b-bppearance
Ppeal Load. save or delete a stored session
- Behaviour )
- Translation Saved Sessions
- Selection |
CUIU_L"S Default Settings
onnection cluster] -07-mamt
- Data cluster]-02-rgmt
. Prow cluster] -mgrnt
Y cluster2-01-mgmt
- Telnet
- Rlogin
-55H
- Serial Close window on exit: -
() Always () Mever () Only on clean exit
o= 1w ]

39, | Verify that SSH is selected as the connection type.

40. Type a new session for this session: cluster2-mgmt

e PuTTY Configuration .
Categon:
= Session Basic options for your PuT T gession
: T:. - L.oglg\ng Specify the destination vou want to connect to
- Terminal
Hast Mame [or IP address) Port
i e Keyboard
- Bel 192.168.0.102 | [22
- Features Connection type:
=1 Window (O Raw O Telnet O Rlogin @ SSH () Serial
| L tppearance
PP . Load, save or delete a stored session
- Behaviour )
- Translation Saved Sessions
- Selection clusterZ-mgmt |
- Colours D .
- cfaul Settings Load
ohnection cluster]-01-mgmt |7—‘
- Data cluster] -02-mgmt
- Prowy izt t
. Telnet momt
- Rlogin
#-35H
o Gerial

Clase window on exit:
() Always () Mever (@ Only on clean exit

G ][ Cars

41. Click Save.

42. Click Open to start the session.
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STEP  ACTION

43. Verify the PUTTY Security Alert dialog box appears (your SSH fingerprint will differ):

PuTTY Security Alert -

The server's host key is not cached in the registrye, You
F l % hawve no guarantee that the server is the computer you

think it is.

The server's rsa2 key fingerprint is:

ssh-rsa 2048 5%25:5%bfiddfhiae: Saicf b 80768275612

If you trust this host, hit Ves to add the key to

PuTT¥'s cache and cary on connecting,

If youwwant o carry on connecting just once, without

adding the key to the cache, hit No,

If you do not trust this host, hit Cancel to abandon the

connection,

| Les | | Do | | Cancel |

44, Click Yes to approve the SSH fingerprint key.

45. Verify that you see the login prompt:

login as:

46. Authenticate as admin and press Enter.

47. Enter the password you provided in step 19 of this task and press Enter. Suggested password
Wwas: Netappl23

48. Verify the clustershell prompt appears:

cluster2::>

49. Check the cluster health:

cluster2::> cluster show

Sample output:

Node Health Eligibility

cluster2-01 true true
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TASK 8: ADD THE SINGLE-NODE CLUSTER TO ONCOMMAND SYSTEM MANAGER
In this task, you add the new single-node cluster to System Manager, along with the source cluster, cluster2.

STEP ACTION
1. On the administrator desktop, open File Explorer:

222PM

TN el o LR

2. Navigate to: C: \Windows\System32\Drivers\etc
| = | etc == -

File Home Share “Wiew e

(-‘ - 1‘| b Computer » Local Disk (T3 » Windows b Systern32 » Drivers » etc v || | Search etc P |

¢ Favorites Marme - Date modified Type Size
B Desktop | hosts 2427720131243 PM  File 1kB
& Downloads | Imhosts.sam eI 103 A SAM File 4kB
= Recent places | netwiarks T/25/2012 10:26 PM - File 1kKB
| protocol AN 1026 PM File ZKB
A Libraties || services TA25/2012 10:26 PM - File 18KE
5| Documents
@ Music
=] Pictures

B videos

18 Computer

i Local Disk (T3
CourseFiles
Perflogs
Prograrm Files
Program Files {x86
Users
Windows

G s T_wall (NwsT) (2]

ﬁi.‘ Metwark

5 iterns =

3. Double-click hosts.
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STEP  ACTION

4. Verify that the operation dialog appears:

How do you want to open this file?

Default Host Application

E Internet Explorer
m MNotepad

m Paint

m Windows Media Player

_H Windows Photo Viewer

5. Select Notepad to open the hosts file in this tool.

6. Append to the end of the file the following information:
cluster_management_LIF_IP_address cluster_name
Specifically, you should enter:

192.168.0.102 cluster?

7. Save the file.

8. Exit Notepad.

9. Close File Explorer.
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STEP  ACTION

10. In System Manager, switch back to the Home tab.

@@|“ hittpe/127.0.0.1:6020¢ O ~ B & || M Nettpp OnCommand Syst.., | | o * {§}
Tocls = Help =

T~ " NetApp-
@ Heip € support S

Login r)liiscuver d‘}}Add 2 Remove SRefreah

Storage systemname - pqdress Status Type Version Model

Z2 clustert 192.168.0.101 ~ Up Cluster 8.2X15 Cluster-Mode  -MA-

11. Click Add to associate your new cluster2 with System Manager.
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STEP  ACTION

12. Verify the Add a System dialog box appears:

@@h‘l http://127.0.01:6020¢ O ~ B & || W Metapp OnCormrmand Syst.., | |

Tocls = Help =

@ Help: @ Support

4 Login r)mccwer 'E}‘eAdd X Remove 'ERefreah

Storage systemname - address Status ersion Maodel

Z2 clustert 192.168.0.101 « Up 8.2X15 Cluster-Mode  -MA-

Add a System

Host Name or IP Address:

¥ | More

13. Enter the IP address of the cluster management LIF: 192.168.0.102

@@|ll http://127.0.0.1:602% O ~ B & || MW Metipp OnCornmand Syst.. | |

Tools = Help =

@ Help: @ Support

¥ Login /;)Eiscuver | @Adi X Remove | 3 Refresh
Storage systemname - pddress Status Wersion

cluster1 192.168.0.101 « Up 8.2%15 Cluster-Mode

Add a System

Host Mame or IP Address: 192.168.0.102

% | More

E1-57 Clustered Data ONTAP Administration, 8.2 Update Part 1 Setup

© 2013 NetApp, Inc. This material is intended only for training. Reproduction is not authorized.




STEP  ACTION

14. Click the More button, expanding the dialog box:

@@h‘l hittp:f/127.0.0.1:6029¢ O ~ B & || W Netdpp OnCommand Syst... | | 1 oA T
Tools *  Help =
@ v 3 support — " NetApp-

2 Login '.-)I:iscwer | @Am X Remove 'Gﬁe‘rran
Storage systemname - pddress Status Version

cluster 192.168.0.101 « Up 8.2X15 Cluster-Mode

Add a System

Host Name or IF Address: |192_168_U,1UZ

Version:

(@]
-

Credentials

User Name:

Password:

15. Select Credentials:

@@|ll hitp:/127.0.0.1:6029 O ~ B & || ¥ Netfpp OnCommand Syst.., | | 1 ok Lt
Tools = Help *
@ o €3 sumport —— " NetApp

2? Login r)[iscuver '@Acﬂ X Re
Storage systemname - aggress ‘ersion

192.168.0.101 8.2X15 Cluster-Mode

Add a System

Host Name or IP Address: |192_153_0_102
% | More

) SNMP

-

Community:

Version:
=

(@) Credentials

User
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STEP  ACTION

16. Enter the user name admin and the password that you provided for this account in Step 21 of
Task 7:

= (O -
@@|ll hitp://127.0.0.1:6029¢ O ~ B & H ¥ Nettpp OnCommand Syst.. | | ) A 3

Tools = Help =

@ e - " NetApp"

& Login /:)Eiacuver | @Adﬂ X Remove 'G Refresh
Storage systemname - pggress Status Version Model

=2 clustert 192.168.0.101 « Up 8.2X15 Cluster-Mode  -MA-

Add a System

Host Mame or IP Address: |192_153_D_1[]2
Z | More

() SNMP

Community:

Version: -

(@) Credentials

.
./

User Name: admin
Password: sssssssss

17. Click Add.
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STEP ACTION
18. | Verify the cluster was added to the list of storage systems:

= | O -
@@‘n httpe/127.0,0.1:61510/ 75id=976835 160148038451 083984401115 O ~ B & || M Hetfpp OnCompand Syst.. % | K
Tools * Help =
T “ NetApp
@Help @Suppnrt

Qp Login ,J Discover

[ Add X Remove | I3 Refresh
Storage systemname ~

Address Status Type
Z2 cluster1 192,168.0.101 2 No SNMP Respanse

Version
Cluster
192.168.0.102

Netapp Release B,2X15...

19. Ensure that cluster2 is selected and click Login:
(== |
@@h‘l http:/127.0.0.1:6020¢ O ~ B c,|| ¥ Nethpp OnCammand Syst.. X | | NS
Tools ¥ Help ™
@ Heip ¥4 support T " NetApp-

Type ersion Model
Cluster

8.2x15 Cluster-Mode  -MA-
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STEP  ACTION

20 In the left pane of System Manager, expand cluster2.
NOTE: there is only one node in the cluster:
- | O -
@@\ﬂ https/127,0,0.1:6151 0/ 75id=076035 1 60414503 6451083082401 115 O ~ B & ||ll Metipp OnCommand Syst... | | 1) et 551
Tools *  Help =
o “ NetApp
@Help @Suppﬂﬂ —
Home | duster1 ¥ | QECHEE By
cluster2
Cluster
4 2 cluste Properties ] System Health A~
- Storage
» %, Configuration Version: NetApp Release 8.2X15 Cluster- & Cluster Health: @ Degraded A
» B Diagnostics Mode: Sun 3a... Subsystem Health
Number of nodes: 1 node = switch_health: @ Degraded
Number of Vservers:  NA v u sas_connect: © ok v
- rifn nAdas il
L4 > >
Alarms 2 Storage 2
\
There are no alarms at this time. Data Aggregates: 0 Aggregates A
Data Aggregates by Space Utilization: NA
0% 20% 40% £0% 20%
\iservers +
Vv v
Modes +

END OF EXERCISE
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