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1 Introduction Disclosure

This document is intended for customers, consultants, IBM® Business Partners, and IBM and
Tivoli® staff who are familiar with earlier releases of Tivoli Storage Manager and want to
understand the concepts of Tivoli Storage Manager for Virtual Environment 6.3, and provide
those Guides for deployment.

Because an experienced audience is the target of this document, Tivoli Storage Manager
shortcuts to commands and concepts are used. To learn more about Tivoli Storage Manager
functions, see IBM Tivoli Storage Management Concepts (SG24-7447) and IBM Tivoli Storage
Manager Implementation Guide (SG24-5416).

For TSM administrators that may not be familiar with VMware, refer to the section “VMware for
the Storage Administrator” for additional background information.

For basics information about Tivoli Storage Manager for Virtual Environment product, refer to
Data Protection for VMware Installation and User's Guide (SC27-2898-01)

This document can be used with the manuals and readme files provided with the products is not
intended to replace any information contained in them. Also any changes or updates to the official
documentation may not be reflected in this guide

If you use this procedure, you accept responsibility for your environment. If there are issues, go
through the proper support channels for help (Tivoli Support).
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2 Tivoli Storage Manager for Virtual Environments
Overview

This part of the document provides an overview of IBM Tivoli Storage Manager for Virtual
Environments (TSM for VE).

2.1 Solution components

A solution using TSM for VE involves a number of components.
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Figure 2-a: How the product components interrelate

TSM Backup / Archive Client Data Mover (B/A client data mover) — The B/A client data mover
is installed on a vStorage backup server. This component provides the following functionality:
e Full VM backup: Backs up virtual machines to Tivoli Storage Manager Server storage.
Full VM backup copies the VM configuration information and does a block level copy of
VM disks to the Tivoli Storage Manager Server. The VM disk backup process involves
reading blocks from a VMware guest disk snapshot using the vStorage APlIs for Data
Protection (VADP) and writing the data to the TSM server using the Tivoli Storage
Manager API. Changed Block Tracking (CBT) is used (for supported environments) to
provide content aware backups to only backup used areas of a disk. These backups are
managed and retained according to storage policies setup by the Tivoli Storage Manager
administrator. The full VM backup operation does not require a Tivoli Storage Manager
for Virtual Environments license.
e Incremental VM backup: Backs up only the virtual machine data that has changed since
the last backup completed. The B/A client data mover rely on VMware’s Change Block
Tracking (CBT) to determine the changed blocks. The Tivoli Storage Manager for Virtual
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Environment license (included with the Tivoli Storage Manager for Virtual Environment
install package) is required to enable incremental backup in the B/A client data mover.
e Full VM restore: Restores a full or incremental VM backup. The entire VM (i.e. VM
configuration and VMDKS) is restored to the state it existed in when originally backed up.
The B/A client data mover can run on a Windows or Linux vStorage Backup Server and cross
platform operations are supported. A Windows B/A client data mover can backup a Linux VM,
and vice versa. A backup performed by a Linux proxy can be restored by a Windows proxy, and
vice versa.
Two techniques are available to allow parallel operations and improve aggregate backup
throughput (refer to the sizing sections in this document for additional information).
e There can be 1 to n B/A client data mover instances running on a vStorage Backup
server.
e There can be 1 to n vStorage Backup Servers sending data to a TSM server.
The B/A client data mover is not provided as part of the TSM for VE installation package, but is a
pre-requisites. Refer to IBM Tivoli Storage Manager for Windows / Unix Clients Version 6.3
Installation and Users Guide (section ‘Backing up VMware virtual machine data’) for detailed
explanation: http:/publib.boulder.ibm.com/infocenter/tsminfo/v6r3/index.jsp

vStorage Backup Server — This is the machine where the B/A client data mover is installed.
The vStorage Backup Server could be a VM guest machine or off-host physical machine.

Data Protection for VMware Recovery Agent (DP for VMware Recovery Agent) — This agent is
part of the TSM for VE installation package. This agent provides the following functionality:

File restore: File restore can be performed in-guest or off-host on supported Windows and Linux
machines. File restore is accomplished using the DP for VMware Recovery Agent Mount function
to expose a virtual disk snapshot from a TSM storage pool and copy the required files. The user
chooses whether to expose a complete disk as an iISCSI LUN or a single partition from the
selected disk as a local volume.

Instant restore of a volume: Instant restore is a method of restoring the contents of a single
volume that provides the user / application on-demand access to data while a background
process restore the entire volume contents. To the user / application, the volume appears to
contain all the restored data, even though the restore process is in-progress. Instant restore can
be done from a full or incremental virtual machine backup. Instant restore is performed using the
DP for VMware Recovery Agent’s Instant Restore function.

Mount and Instant restore can use full or incremental backups that were created with the B/A
client data mover.

Refer to the IBM Tivoli Storage Manager Data Protection for VMware Installation and User’s
Guide for detailed explanation on Tivoli Storage Manager for Virtual Environment:
http://publib.boulder.ibm.com/infocenter/tsminfo/v6r3/topic/com.ibm.itsm.ve.doc/b ve inst user.p
df

Data Protection for VMware vCenter Plug-in (DP for VMware Plug-in Server) - This is the TSM
extension to VMware vSphere client GUI. This extension enables management of full VM
backups and restores operations for multiple B/A client data mover nodes.

This plugin is part of the Tivoli Storage Manager for Virtual Environment installation package.
Also provided is the VMCLI command line interface for the vCenter plug-in.

Refer to the IBM Tivoli Storage Manager Data Protection for VMware Installation and User’s
Guide for detailed explanation on Tivoli Storage Manager for Virtual Environment:
http://publib.boulder.ibm.com/infocenter/tsminfo/v6r3/topic/com.ibm.itsm.ve.doc/b ve inst user.p
df

DP for VMware Plug-in Server VCENTER PLUG-IN (DP for VMware vCenter Plug-in) — This is
the server where the DP for VMware Plug-in is installed.

Tivoli Storage Manager Server - The Tivoli Storage Manager Server provides the backup
repository for the virtual machines being protected.
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2.2 Overview of installation and configuration

The following table summarizes the basic steps involved in deploying the TSM for VE solution.
Additional detailed information is described later in this document.

Task Recommend Steps
Ensure prerequisites Prerequisites requirements include considerations for the following:
are in place - VMware (environment and permissions)

- TSM server

- B/A client data mover

- vCenter plug-in

- DP for VMware Recovery Agent

For additional information, refer to “Prerequisites” section in this
deployment guide.

Configure TSM server

Register required nodes and grant required proxy relationships. For
additional information, refer to the section “Tivoli Storage Manager
Node Naming Convention” in this deployment guide.

Define management class / copy group used to control the target
storage pool for the VM backups and the VM backup retention (re.
B/A client VMMC option for additional information on how this
management class is used).

When configuring backup to physical tape or VTL, there are
additional configuration requirements needed to always keep TSM
metadata (control files) on disk while allowing the actual virtual
machine backup data to reside on tape (re. B/A client VMCTLMC
option for additional information). The CTL files must always be in a
device class file / disk storage pool and can not be migrated to tape
or VTL.

Install B/A Client Data
Mover and VE
enablement file on
vStorage Backup
Server.

Install B/A client data mover on vStorage Backup Server. For
additional information, refer to the section “Backup/Archive Client
Installation” in this deployment guide. If no strong preference for
Linux, recommend Windows for vStorage Backup Server.

Install the Enablement File from the TSM for VE installation package.

In addition to installing the Enablement file, recommend installing the
following additional TSM for Virtual Environments components at this
time (this will prepare you for follow-on tasks):

- “Data Protection for VMware Recovery Agent”

- “Recovery Agent Command-Line Interface”

- “Documentation”.

If the Data Protection for VMware Plugin is to be installed on the
vStorage Backup Server it can also be selected.

For additional information, refer to the section “DP for VMware
Installation” in this deployment guide

Configure B/A Client
Data Mover on
vStorage Backup

Minimum VM-specific options to the dsm.opt file (dsm.sys for Linux):
e VMCHOST vcenter.server
e VMCUSER vcenteradminid
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Server

VMFULLTYPE vstor

VMBACKUPTYPE fullvm

DOMAIN.VMFULL “ALL-VM”

If required, specify the management classes to be used: VMMC
(VM backup data) and VMCTLMC (control files).

Configure vCenter access: dsmc set password —type=vcb vcenter
vcenteradminid password

Validate configuration by performing the following:

e Attempt to list vCenter VMs in DOMAIN.VMFULL: dsmc show vm
all

e Backup VM: dsmc backup vm vm1 —asnode=dcnode

e Restore VM: dsmc restore vm vm1 —asnode=dcnode —
vmname=vm1restoretest

To enable TSM server scheduling and integration with vCenter plugin

perform the following:

e Start the GUI (dsm.exe) and goto the menu Utilities — Setup
Wizard to setup TSM web client.

e Verify the CAD works by opening:
http://<datamover_hostname>:1581 in a browser. You should be
able to see the B/A client GUI.

e Verify that B/A Client GUI, accessed via browser, is working.
Press "File->Connection information" to verify that Remote Client
Agent can be started.

Deploy DP for VMware
Recovery Agent on
vStorage Backup
Server

The DP for VMware Recovery Agent was installed on vStorage
Backup Server in the previous step.

Start DP for VMware Recovery Agent and mount VM backup
snapshot to test file recovery.

Deploying the DP for VMware Recovery Agent on the vStorage
Backup Server is a recommend starting point. For additional
information, refer to the Windows and Linux file restore sections in
this document.

Deploy DP for VMware
vCenter Plug-In

Install the DP for VMware plug-in (if not previously installed on
vStorage backup server)

Update vmcliprofile (node names, TSM server)

Set password for VMCLI node

Validate configuration by performing the following:

e Verify eWAS is running

e Verify that VMCLI recognizes TSM server node configuration
e \Verify the client acceptor daemon (CAD is running)
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3 Before you begin discussion

This chapter is intended to give you essentials topics you have to discuss before going to
implement TSM for Virtual Environment.

3.1 The Needs

What are the needs of your implementation, what are the goals or requirements you may have:

v
v
v

v
v

RTO/RPO: this allow you to estimate the backup frequency and needed storage space
What restoration will be needed? (file / full / both with frequency)

Is there is any application hosted in VMWare guests? ( if yes the recommendation is still
to use Tivoli Data Protection for ... within the guest)

Do you need more than one policy per VM?

How many vCenter servers do you have to address? (Limitation with plug-in and multiple
vCenter connection...)

3.2 Sizing (see chapter 10.3 Sizing)

ANANENENEN

How many VM to proceed?

What are the Operating System you need to protect?

What storage do you have ( means backend disk systems )
what LAN between ESX and vBS and TSM server

Any plan for DRP?

3.3 Virtualization level of your infrastructure

This is mainly to choose proxy type: Physical vs Virtual

v
v

are you fully virtualized ?
are you ok with a physical proxy? (in case of LanFree needs)

3.4 Specialties (see chapter 9 Limitations of Tivoli Storage Manager

for Virtual E)

Think about all constraints that exists in your VMware environment that have impact of Tivoli
Storage Manager for Virtual Environments deployment

v RDM disk / independ disk
v" HA clusters
v'and all other VMware things that don’t allow the snapshot to be done ....
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3.5 TSM server layout (see chapter 11 Tivoli Storage Manager
Server Considerations)

v" Where VM backup data will be stored (Disk/File/Tape)?
v" Where will be stored the VM backup control files (Disk/File/Tape) ?

4 Prerequisites

Before you install Data Protection for VMware, verify that your system is running a supported
operating system, and that you meet all hardware and software requirements.

Data Protection for VMware supports any disk configuration that is supported by the hardware
and operating system. The disk configuration includes multipath device drivers.

Remove any version of IBM Tivoli Storage Manager FastBack on the machine. The Data
Protection for VMware installation procedure checks for the existence of FastBack on the Server.
If it is found, the installation fails.

4.1 System requirements

TSM for Virtual Environments hardware and software requirements are described in the following
tech note:

https://www-304.ibm.com/support/docview.wss?uid=swg21567566

If you plan to perform file recovery for a Linux VM, you must also have the windows version of DP
for VMware mount installed to expose the iSCSI target. See requirements in this tech note:

https://www-
304.ibm.com/support/docview.wss?uid=swg21567566#Linux%20x86 64%20platform 0

4.2 Environment considerations

Data Protection for VMware Recovery Agent uses an internal Tivoli Storage Manager protocol to
connect to the Server. Port 1500 is the default port that Tivoli Storage Manager uses for Data
Protection for VMware Recovery Agent to work. You can customize the port.

Consider the Windows disk type (Dynamic compared to Basic). The type of disk will cause the
restore steps to be different (i.e. dynamic disks are only supported based on exposing an iSCSI
target).

Windows Support is not provided for applications that use SCSI Pass Through Interface (SPTI) or
SCSI Pass Through Direct (SPTD) for performing read and write operations. You cannot use
Instant Restore while applications that use SPTI or SPTD are running. If you try to use Instant
Restore while applications that use SPTI or SPTD are running, it might appear that the Instant
Restore was completed, but the data might be corrupted.

4.3 Firewall considerations

If the environment is secured by VLANS, firewalls etc, make sure to allow proper connectivity
among all the systems in your environment. Below you find a list of ports that are typically used in
an environment with VMware and Tivoli Storage Manager Components

vStorage Backup Server

Port 22 SSH for Linux VMware mount and shell
Port 1501 TSM client port
Port 3260 iISCSI default port
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ESX/ vCenter
Port 443 Data Recovery
Port 902 ESX Converter / for being able to create snapshots and restore them

DP for VMware Plug-in

Port 1527 Derby Database

Port 9080 eWas

A list of ports used by VMware components is available, in the following VMware article:

http://kb.vmware.com/selfservice/microsites/search.do?cmd=displayKC&externalld=1012382

4.4 Recovery agent considerations

Plan to use a Linux recovery agent if you have to restore files for Linux virtual machines. The
following statement belongs in the description of the write cache path:

Restriction: To prevent any interruption during restore processing, exclude the write cache path
from all antivirus software protection settings.

4.5 VMware permissions considerations

For a description of the vCenter Server permissions needed to perform backup and recovery
operations, refer to:
https://www-304.ibm.com/support/docview.wss?uid=swg21497028

If you plan to use same user for vCenter plug-in utilization and installation, you will need these
extension privileges to be enabled as well (in the roles management panel):

Extension > Register extension
Extension > Unregister extension
Extension > Update extension

We recommend creating a new VMware Role, for instance TSM4VE with all the privileges listed
before. Then you will assign to this role all the admin who perform backup/restore operations.

4.6 vCenter plug-in considerations

Install the vCenter plug-in on the vCenter server, so it can be deployed on all vShpere Client
interfaces as any other VMware plug-in.

We advise installing the vSphere plug-in interface within the Vsphere Client on the Vstorage
Backup Server (VBS). This for manage all the backup related operations from the VBS.

For a description of the Tivoli Storage Manager administrative privilege needed to use the 6.3
TSM for Virtual Environments - Data Protection for VMware vSphere Client plug-in user interface,
refer to: http://www-01.ibm.com/support/docview.wss?uid=swg21584416

See also the recommended vCenter user privileges needed for plug-in installation in chapter 4.5
VMware permissions considerations
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4.7 vStorage Backup Server LUN access considerations

First of all, if you plan to use the SAN transport method, each of the vStorage Backup Server
must have a SAN access to every LUN that comprise your VMware Environment.

Here are the mandatory steps you have to perform, at the early beginning, on each vStorage
Backup Server used for TSM for VE tasks.

The goal of these tasks is to ensure that the disk management policy is properly set up on your
environment. You need to make sure that the Windows SAN policy is set to "OnlineALL" using

diskpart.exe.
Issue following commands:

automount disable
automount scrub
san policy OnlineAll
exit

Here are the commands to check your current configuration; the provided output is the output you
must have to fit the recommendations:

C:“Program Filess\TivolisTSMubaclient>diskpart

Microsoft DiskPart version 6.1.76808

Copyright (C> 1999-2088 Microsoft Corporation.
On computer: FREUABB1791

DISKPART > automount

Automatic mounting of new volumes disabled.

DISKPART > san
SAM Policy : Online All
DISKPART >

Pay attention to follow these recommendations to avoid some restoration known issue,
documented by APAR IC80972 (http://www-01.ibm.com/support/docview.wss?uid=swg11C80972)

Refer to “Recommendations for Using LAN-free with TSM for Virtual Environments” for additional

information:
https://www.ibm.com/developerworks/wikis/display/tivolistoragemanager/Recommendations+for+

Using+LAN-free+with+TSM+for+Virtual+ Environments




Tivoli Storage Manager for Virtual Environments Version 6.3 Deployment Guide

5 Installation and Configuration

5.1 TSM data mover (backup/archive client) installation

You MUST select Custom installation when installing Tivoli Storage Manager for Virtual
Environment backup/archive client:

i'.g!,’- 1BM Tivoli Storage Manager Client - InstallShield Wizard

= Setup Type
= Choose the setup tyvpe that best suits vour needs.

Please select a setup bype.

" Typical
Most commonly used program Features will be installed.

Choose which program features you want installed and where they
will be installed, Recormmended For adwanced users,

Installshield

< Back I Mext = I Cancel

Execute Setup.exe file, and choose following components:

10
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ii"%" IBM Tivoli Storage Manager Client - InstallShield Wizard

Custom Setup

Select the program features wou want installed,

Click. an an icon in the lisk below ko change how a Feature is installed.

- Feature Lescription

Backup-Archive Client GUI Files ;I RS st
ackup-archive Clien

Backup-archive Client Web Files
Client AP {64-hit) Runtime Files
Client APT (532-bit) Runtime Files
Client API 50K, Files

Administrative Client Command Lir This Feature requires OKE on

Logical Yolurme Snapshot Agent ':-“':"B'F hird dri‘*"?i- IE hdasT?'uDF 8
_| | subfeatures selected, The
Wiware Backup Tools -

subfeatures require OKB on your

4 | | » | hard drive,

Z:\Program Files) Tivalii TSMY

InskallShield

Help | < Back I Mext = I Zancel

Follow the wizard with default options.

& T15M Client Configuration Wizard

TSM Client Options File Configuration Wizard

— |
=

This wizard will guide vou thraugh the configuration process of
the initial basic TSM Client options file.

Afteryou have finished the initial set up of the options file you
can use the Preferences Editor to specify other client options.

< Back | Mext = I Apply Eimish Cancel
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Options File Task

Which task do you wish to perform?

Create a new options file

Select this option if you do not
already have a TSM client
options file. TS will creste an
options file for you based on
your specifications in this
wizard.

€ Update my options fils

i~ Impaork Fram an existing options file for use

< Back. | Mexk > I Apply Einish | Cancel |

& TSM Client Configuration Wizard

TSM Client Node Name

Wehich is the TSM Client Node Name to use?

Client Hode Hame

The node name is & unigue

niatne used to identify your

cliert node to the server

when you begin a client Mode MNatme
zezsion. Type the name of b‘jm OG1 DMl
wour client node to identify o o
wour node to the server.

The length of the node name
can be 1 to 64 characters.

< Back, I Mext = I Apply Einish Cancel
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@ TSM Client Configuration Wizard

—=my TSM Client/Server Communications
=

Which communication method do you wantthe TSM Client to
usewhen communicating with the TS Serer?

Client Options File
v

TCPIP

Tranzmission Control
Protocolinternet Protocol
(TCPAR) © TCRIIP ve

i Mamed Pipe
i Shared Memoary

{7 Use Active Direckory ko locate the TSM server

= Back | Mext = I Apply Einish | Cancel |

[@ TSM Client Configuration Wizard

TCPIP Options
=

YWhat is the TCPIP address and port of the TSM server?

Client Options File
+/ Choose Task

Server Address

Specity the name o the

TCPAP address of the machine R SGEIEES
where the Tivoli Storage |1 92.168.0103
Manager server is running.

Port Mumber

11500

< Back | ext = I Apply Einish Cancel
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Recommended Include/Exclude List

The following is a list of TSM recommended Include/Exclude
items for files which are not normally required for system
recovery. Selected items will be added to your configuration
file, and excluded from hackups.

Include’exclude list EXCLUDE B&CKUP "*:\micrasoft uam volumel, . 4+ -
ExCLUDE BACKUP "*:\microsoft uam volumel,..\*.*"

EXCLUDE.BACKUP "#1\.. \EA DATA. SF"

EXCLUDE.BACKUP "*:\ IBMBIC, COM"

The followving is a list of TSk
recommended Include/Exclude
itemz far files which are not

e T e g e ECLUDE BACKUP "*:|IEMDOS. COM"
recovery. Selected tems wil EXCLUDE BACKUP "*:\10.5Y5"
be added to your EXCLUDE.BACKUP "*:1,, \aystem32iconfigy. .. \*"
configuration file, and EXCLUDE.BACKUP "1, \system32 |Perflib®. dat”
excluded from hackups. ExCLUDE BACKUP "+, Asystem3z\dhcph. . \*"
INCLUDE.BACKUP "*:\., \system32\dhcpibackop,., .\ *"
EXCLUDE.BACKUP "+, daystem32idnst, 1+ LI
Select Al Clear &l |

< Back. | Mext = I Apply | Einish | Cancel |

nt Configuration Wizard E

Common File Exclusien Selection

Flease select from the listthe file types yvou wish to he
excluded. By default, all ofthese file types are included.

Client Op_ _?[]S File Extension Description
ASK T
File Exclusion 8 static Library AI
Jaif Audio Interchange File J
Select one or more commonly Laiff Audio Interchange File
excluded file types from the .arj Compressed Archive
list. These types of files are Jasf idvanced Streaming Farmat
pgtentlally large files thet you a8y Advanced Stream Redirector File
might nat Wa.nt to.ba_ck K, .au uLawal Audio File
SUCh_ i r_‘nurtlme_dla f||.es, Lavi audio Wideo Interleave File
archive files, object files, and = = -
core of dump files -bin Binary Fis
haltss: bat Batch Fil
hram LAdimdeiae SN Ribeaoan Tr anbiee LI
Select all Clear all |

= Back I Next = I Apply Finish Cancel
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TSM Client Configuration Wizard

= k

- Domain for Backup

The following containg aptions thatyou can selectto specify
which drives to include inyour client domain. By default all

e . | local files are backed up.
Client Options File .
VC

55 Backup Type

IIncrementaI hd |

[T Back upall local file systems
Damain List

C: (iksmveproxy2ic)
E: {\\tsmveproxy2ied)
F: (\itsmveprooy2ife)
SYSTEMSTATE

< Back. | Mext = I apply Eimish | Cancel |

Domain for Backup

The following contains options that you can selectto specify
which drives to include inyour client domain. By default all
local files are backed up.

Backup Type

Back up all local file IIncrementa| ;I
systems

¥  Back up all local file systems
Select this check box to

include all local file systems Daomin List
(except local removable
drives such as CD-ROM or
floppy drives) for the selected
Backup Type.

< Back | Mexk = I Apply Eirish Cancel
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<

You have completed the configuration ofthe TS Client
Qptions File. Click on the ‘Apply' button to confirm your
configuration. The initial hasic TSM Client Options File will be
saved to the disk.

FPlease note that this operation may take a while to complete.

< Back [ext = | Apply I Einish | Cancel |

& T5M Client Configuration Wizard

Completing your configuration

E | | Fleaze wait until the operation is completed!

Client Options File

= Login into a TSM server

Userid: [vC1_DC1_DM1
Status:

[ | Password: I"‘""‘”""""ﬂ T
Login I Cancel | Help |

= Back Idext = I Apply I Einish Cancel

5.2 TSM data mover (backup/archive client) configuration

Configuration may be done either by editing the dsm.opt file directly or with the backup/archive
client GUI preferences editor.
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torage Manager !El B

Actions  Utilities  Wiew Help

Eile | Ed

Java Diagnostic

Client Preferences

i Btorage Manager. Click below to perform a task.
Backup
Backup and Restare copies of data that are frequently updated.
Backup Restore
Copies files to server storage to Restores saved files from sener
prevent loss of data. storage.
- Archive
Archive and Retrieve copies of data that are preserved for a specific period oftime.
’ Archive Retrieve
1 Creates an archive copy in Retriewes an archive copy fram
long-term storage. long-term starage.
|
~> =&
General 3 General Preferences
Backup Common Options
Mode Mame:
Restore fe1_pc1_om
Incluce-Exclude k . As Mode Mame
Snapshot fvc1_oc|
As Hode Hame ™ Prompt before mounting tapes
Scheduler
Type the name of the target [~ Return ko tree window after Function complsted
Communication niode to which you have been ¥ Back up or restore NTFS security information
granted proxy authority to
Regional Settings enable your cliert for dliert I Enable LAN-free
authorization nade proxy support Transaction Bu!ﬂswze _I Rename non-Unicode filespaces during backup/archive
(25600 - ||kB - no =
Web Client _I
Staging Directory
Command Line |
Diagnostics
ic Client Deployment
Performance Tuning & e
VM Backup " Ves, if no reboot is required =
Deduplication i Na
Error Log 1
Log File Mame
k‘\prngram filesttivalitsmibaclientidsmerrarlog
[~ Prune old entries [~ Enabls error log fils wrapping
Prune ertries older than Mximum size (ME)
n - I -1
(n] 4 Zancel Feset apply
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IBM Tivoli Storage Manager !El I

Eile | Edit Actions Utilities  Wiew Help

Java Diagnostic
Client Preferences

Btorage Manager. Click below to perform a task.

Backup
Backup and Restore copies of data that are frequently updated.

| 1 Backup Restore
Copies files to server storage to Restores saved files from server
prevent loss of data. storage.
Archive

Archive and Retrieve copies of data that are preserved for a specific period oftime.

5, Archive Retrieve
% | Creates an archive copy in Retrieves an archive copy from
long-term storage. long-term storage.
—— 1
Preferences Editor [ x]
General 5 VM Backup
Beckup Backup Type
i WMWare Filz Level
Restore

i+ wpware Full vm

Incluce-Excluce
" Hyper-¥ Full ¥M

Snapshot Domain for Vi Backup
VM Backup
Soheduler Domain Backup Types
Lise this tab to set processing Domain Full ¥M -
Communication options for off-host backup of
“hlwvare virtual machine data
Regional Seftings or Hyper-% %M backup.
Avtharization
ik Clierit
Command Line Remave
Diagnostics
Performance Tuning
VM Backup
Deduplication

“hi Options “hi host, WM folder or v name

[ =] [ucvm Insert

VMware Virtual Center or ESX Server

Host
[192.188.0.108

User

%um\mstratur

Passverd
AR

f
/M Full Backup Options

il Management Class

Ml Management Class for Control Information

Temporary Staging Directory

‘Whiware Transport

" say [~ HOTADD [ REDSSE W mep

I Back up virtual machines and skip all raw device mapping (RDM) disks that use physical compatibility mode

I~ Back up virtual machines and skin all indspendent disks

oK Cancel Reset Apply
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& Preferences Editor ] I
General Authorization Preferences
Backup Password Access
™ Passward Prompt
Restare

& Passoord Generatd
Include-Exclude
Encryption Key Password

Snapshot

Password Generate " Prompt For encryption key password
ST T & Save encryption key password lacally
Carmmunication automatically generate a new " Generats encryption key password
password each time the
Regional Seftings password expires Encryption Type
Authorization € 56-hit DES
Wb Clisnt & 125-bik AES

Command Line
Disgnostics
Performance Tuning
M Backup

Deduplication

oK | Cancel Reset Apply

! '}' The changes vou have made require vou to close the

Preferences Editor dialog before they can take effect,

Click OF ko continue,

The datamover is the Tivoli Storage Manager node which will be responsible to transfer the data
from ESX datastore to Tivoli Storage Manager Server. This node will deals through API with
vCenter to access the data and perform VM snapshots.

5.2.1 Example data mover node opt file on VBS server:

NODENAME VC1_DC1_DMf1
PASSWORDACCESS GENERATE
SUbdir Yes
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COMMMETHOD TCPIP
TCPPORT 1500
TCPSERVERADDRESS AB.C.D
TCPCLIENTPORT 1510
TXNBYTELIMIT 25600
TCPBUFFSIZE 256
TCPWINDOWSIZE 63
SCHEDMODE PROMPTED
schedlogname c:\exploit\logs\dsmsched_dm1.log
SCHEDLOGRETENTION 7
schedlogname c:\exploit\logs\dsmerror_dm1.log
ERRORLOGRETENTION 7

RESOURceutilization 2
COMMRESTARTDURATION 90
COMMRESTARTINTERVAL 30

LANGUAGE ameng
*VBS only

VMCHOST MYVCENTER
VMCUSER TSMUser

* VMCPW - setted with dsmc set password
VMMC VM_MGMT

VMCTLMC VM_CTL_MGMT
VMBACKUPTYPE FULLVM
VMFULLTYPE VSTOR

Set the vCenter account password to enable automatic communication between the datamover
and the vCenter through API

Dsmc set password —type=vm MYVCENTER myvcenter_account mypassword

Create the DSM client acceptor, use by the vCenter plug-in based on the dsm_dm1.opt config
file. Use the Backup/Archive Client wizard to do so.

5.3 TSM scheduler / web client configuration

The following is required when using TSM server scheduling and when the vCenter plug-in is
used.

20



Tivoli Storage Manager for Virtual Environments Version 6.3 Deployment Guide

& IBM Tivoli Storage Manager !El

File Edit Actions | Utilities “iew Help

Change Password.

Made A List.. :
Welcometo g e Click below to perfarm a task,

Access Another Mode...

Yiew Policy Information

RSB ATERD DER. £ copies of data that are frequently updated.

Delete Backup Data. .

Delete Filespaces... Restore

prstarage to Restores saved files from server
Freview Include-Exclude | storage.
Setup Wizard

Archive
Archive and Retrieve copies of data that are preserved for a specific period of time.

Archive Retrieve
Creates an archive copy in Retriewes an archive copy from
long-term storage, long-term storage.

—
Figure 3-a: TSM BA-client interface

@ 15M Client Configuration Wizard

Welcome to the TSM Client Configuration Wizard!

. This wizard will guide you through the configuration process of
the TSM Client. Please select below the TSM components you

wish configure,

= Setup Wizard

Web Client
e oCtihiz cheokibox torsat [ Help re configure the TSM Client Options File

up the options for the TS

v Hel figure the TSM Web Client
Wiah Client thet sllows you ta oiEemeEs i p s o)

remotely use TSM on your [ Help re configure the TSM Client Scheduler
client machine via a Yeb
brovser, [ Help me configure the T5M Journal Engine

[ Help me configure 'Cnling' Image Support

[~ Help me configure Open Fils Support

= Back I ext = I Lpply Firish Cancel
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ent Configuration Wizard [ ]

Choose Task

—_|
L

Which task do you wish to perfarm?

v Setup Wizard
Web Client
-5 5

Install a new Web Client
agent

Select this option to =&t up the
TSM Web client. This program
allowys you to remotely
access your client machine
wia & veb browser or via &
hyperlink connection in the
Administrative Web Interface.

€ Update a previously installed Web Clisnt agent

€ Remove a previously installed Web Client agent

= Back | Mext = I Apply Fimish I Cancel |

nt Configuration Wizard [ x|

Web service name

— |
=

What name would you like to give to the TSM acceptor?

v Setup Wizard

TSM acceptor name

The TS client acceptor is an
HTTP daeman that serves the
Wb cliert Java applet to Wieb
brovesers. The program that
starts the cliert acceptor T5M Client Acceptor YE-2| Ll
process iz called demoad.exe.

The TSM client acceptor is

installed and run as a service.

Specify the name of a newy

Web Cliert Acceptor service

to install or to select an

enisting Client Acceptor

Fervice to configure,

TSM acceptor name

< Back I Text = I Apply I Finish | Cancel

22



Tivoli Storage Manager for Virtual Environments Version 6.3 Deployment Guide

Option File Name and Lecation

Specify the options file that TSM should use

+ Setup Wizard
Weh Client
e

Option File Hame

Type the fully-gqualified name
of the client options file. The
client options file is usually

named dsm.of
bt Option File MName

|CaProgram FilesTivolnTSMibac lientidsmm-cad 2] opt Browse. .

< Back | Mext = I Apply | Finis | Cancel |

& TSM Client Configuration Wizard E

Web Client options

=N
=

Which port humber should be used for HTTP communication with the Web Client Acceptar?

+ Setup Wizard

Port Humber
Type the TCPAP port address

to uze to communicate with
the \Wek cliert .
e Web client acceptor S T

The default port numker is 1682

1581, while ather valid values
areinthe range between
1000 and 32767 .

< Back. I Mext = I Apply Firish | Cancel |

nt Configuration Wizard

e

T5M Authentication

=
'=

What is the TSM node name and the TSM password for this node to use?

+ Setup Wizard

TSM Password

Mode MName
Type the passward for your
C1_DC1_DM2
node. The password can |V = =
contain 1 ta 63 characters,
and any alphanumeric T5M Pazsword
character, underscore (), |

period (), hyphen (-], plus (+),
or ampersand (&)
[V Contact the T5M Server to validate password

< Back. | Mext = I Apply: | Fimish | Cancel
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@ T5M Client Configuration [ %]

Service login options

which account should the service use when logging onto Windows?

+ Setup Wizard
Web Client
v 5

o whon oot (% The System account

Select this option if you wart " This account l’\drﬂinistratur
the service to start

automatically when the Password [

operating system starts. Corfirm Passward |

When do you want the service to start?
= Manually when 1 explicitly start the ssrvice

& Bitomatically when windows boots

< Back. | Mext > I Apply | Fimish | Cancel |

@ T5M Client Configuration Wizard

Select the names of the Web services

=
=

o

What hame would you like 1o give to the TSM agent?

+ Setup Wizard
Weh Client
AT TSM Agent Hame

Specity the name of the

remate client agent

TSM Soent Matne
rTSM Remote Client Agent VE-2

< Back. | Mext = I Apply | Fimish | Cancel |

nt Configuration Wizard
[ X 2

Web Client Parameters

Do vyou wish to revoke remote access privileges to the Weh Client?

Specify whether you want to T Yes
restrict sn acdministrator with

client access from sccessing = o
the WWieh cliert o

< Back I Mext = I Apply Finish Zancel
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e

Start Option

Would you like to start the service upon cormpletion of this wizard?

Specify whether to start the
web cliert, scheduler, or
journaEl engine service wpon
completion of the Web cliert,
Scheduler, or Journal Engine
wizard.

< Back. | MNext = I Apply Finish Cancel

®e

Confirm and Apply your cenfiguration

You have completed the configurations of the TSM Weh Client. Click on the Apply' button to
confirm your configuration.

+ Setup Wizard § / Flease note that this operation may take a while to complete.
Web Client r

v
Ve
v
v
v
v
o
v
v
_)

< Back. Mext = | Apphy I Finish Cancel
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Welcome to the TSM Client Configuration Wizard!

j—
m—T
=

F This wizard will guide you through the configuration process of
the TSM Client. Please select helow the TSM components yau

wish configure.

= Setup Wizard

Client Scheduler
i thi= check borto ast [~ Help me configure the T5M Client Options File

up the options far the TS

B e Ty I~ Help me configure the TSM Web Client

scheduler communicates with ¥ Help me configure the TSM Client Scheduler
the server and performs

scheduled tasks automatically. [ Help me configure the TSM Journal Engine
'ou can install more than one

cliert scheduler. [ Help me configure 'Online' Image Support

[~ Help me configure Open File Support

= Back | Mext = I Al Firish | Cancel |

@ T5M Client Configuration

Scheduler Task

=
=

Which task do you wish to perform?

v Setup Wizard
Scheduler
Install a new or additional

scheduler

Select this option to install and
configure a new client 7 RLEEED
acheduler or add an additional
client scheduler. You can et
ather cliert scheduler
preferences on the Scheduler
tab of the Preferences
wwinclone.

 Update a previously installed scheduler

& Remove a previously installed scheduler

< Back | Mext = I Apply Finish Cancel
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@ TSM Client Configuration Wizard

TSM Scheduler name and location

=
L]

What name would you like to give to the TSM scheduler?

+ Setup Wizard

Scheduler
Use CAD
TEM Scheduler Mame

Select this option to uze the ITSM Client Scheduler VE-2
Cliert Acceptor service (CAD)

to manage the client scheduler . W Use the Client Accepkar daemon (CAD) o manage the scheduler

< Back | Mext = I Apply Fimish I Cancel |

T5M Client Configuration Wizard x

T Web service name
|l

What name would you like to give to the TSM acceptor?

v Setup Wizard

Scheduler
TSM acceptor name

The TEM client acceptor is an
HTTP dagman that serves the
Weh client Java applet to Wek
brovesers. The prograrm that
starts the client acceptor T5M Client Acceptor YE-2 LI
process iz called demcad exe.

The TSM client acceptor is

installed and run as a service.

Specify the name of & new

Weh Client Acceptor service

ta install or to select an

existing Client Acceptor

=zervice to configure.

TS acceptor name

< Back | Next = I Apply Fimish Cancel
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@ TSM Client Configuration Wizard

Log file names and locations

=
=

Specifythe file names and locations of your client schedule log and error log files

v Setup Wizard

Scheduler
Error Log

A Schedule Log
Type the fully gqualified name
of the cliert error log file. You \C:IF'rogram Files\TivoliTSMibaclientidsmsched-VE2 log Erowse... |
can also click Browse to open
a file selection windove and Error Log
gelect the client errar log file

that vou wart to use. [CaPragram FilesTivoliTSMbaclierfidsmerrorVE2 log Browse. .. |

[+ Enable event logging

< Back | Mext = I Apply Fimish | Cancel |

@ T5M Client Configuration Wizard [ x]

Confirm and Apply your configuration

—_—T
l “ ‘You have completed the configuration ofthe TSM Scheduler. Click on the ‘Spply' buttan
™, to confirm your canfiguration.

v/ Setup Wizard e Please note that this operation may take a while to complete.
Scheduler 4
e

< Back [Exk = | Apply I Fimish Cancel

5.4 Configure multiple data mover on same vBS (proxy)

If you need to create more than one data mover, repeat tasks 5.2 and 5.3 , and create as many
data mover option file, services as you need.

5.5 TSM for Virtual Environments installation

The TDP for VMware install package contains multiple components for Tivoli Storage Manager
for Virtual Environment. You should decide which of the components are appropriate for your
installation. However, for small test environments, it is recommended to install all components
together on the same machine as the vStorage Backup Server.
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Refer to the following:

Component

Description

When/Where to install

Recovery Agent Command
Line Interface

Command line for File
recovery operations.

Recommendation is to always
install this on a machine that
will have file-level recovery.

Data Protection for VMware
Recovery Agent

This is the "Mount” code used
for file-level recovery.

Install on machine where file-
level recovery is desired.

Documentation

Documentation

Install on machine where file-
level recovery is desired

Data Protection for VMware
Enablement File

Required file for TSM-VE
licensing.

Required to be installed on
vStorage Backup Server along
with the TSM Backup Archive
client. If this is not installed
then TSM-VE licensed
features (such as incremental
backup) will not be enabled.

Data Protection for VMware
Vcenter Plugin

vCenter plug-in GUI for TSM-
VE

This is the required installation
code for the vSphere Client
GUIl interface to TSM-VE.

This acts as a "plug-in server”
and may be installed on any
machine. It may be installed
on the vStorage Backup
Server (although not required),
or any separate Windows or
Linux machine.
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il Tivoli Data Protection for ¥Mware - InstallShield Wizard

Custom Setup

Select the program Features you want inskalled,

Click on an icon in the lisk below to change how a Feature is installed.

= Feature Descriptian

Tivoli Storage Manager extension to Miware
waphere client GLUI

Daka Prokection for WMware Recovery Agent
Recovery Agent Command-Line Inkerface
Documentation

Enablement File

Daka Protection For YMware wCenter plug-in

This Feature requires 4ME on your hard
drive,

ImstallShield

Help | < Back I Mexk = I Cancel |

Figure 4.a: TSM client installer for 32 bit version — select components

ivoli Data Protection for ¥Mware - InstallShield Wizard

Select Features

e feat up will ingtall.

Recovem dgent Command-Line Interface

Data Protection for Yiware Recovery fgent
1l

Drata Protection for YViware Enablement File

Drata Protection for Yiware vCenter plug-in

InbaErEd el < Back ‘ | Mest > Cancel

Figure 4.b: TSM client installer for 64 bit version — select components
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When prompted, enter the following information describing your environment. “Advanced” is not
usually required. Select “Next” and accept all defaults.

Notice: You can either use IP address or FQDN when entering information related to vCenter
address. However, we recommend using the FQDN, assuming that your environment has a
functioning DNS.

You may experience troubles if the IP address or FQDN specified at set-up is not reachable

during the installation process. No error will be reported but the plug-in will not be available for
use.

Have a look to the current limitation of vCenter plug-in installation documented out there:
http://www-01.ibm.com/support/docview.wss?uid=swg21507325

i Tivoli Data Protection for ¥Mware - InstallShield Wizard

Plug-in registration,/unregistration

Entet information ko register (inskall) or unregister (uninstall) the Daka Prokection For 'ie
wenter plug-in,

w_enter Server IP address | Mame:
|FRsvO01717

wi_enter User Name:
[rivalibkp

wi_enter Password:

Adwvanced = |

Click Advanced to configure Derby Database and YWebSphere Application Server
parameters, IF wou want to use default values For these applications, click Mext.

Installshield

< Back. I Mext = I Cancel ||

Figure 4.c: TSM client installer for 32 bit version — vCenter information
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Tivoli Data Protection for ¥Mware - Installshield Wizard

Plug-in registration/unregistration

Enter information to registe all] or unregister [uninstall) the D ata Protection for Yiware «Center plug-in.

erver [P addr {ame;

192.168.0.105

vCenter User Mame:

Adminiztratar

TndrelErEdad . < Back H Mext » l F Cancel ]

Figure 4.d: TSM client installer for 64 bit version - vCenter information

Once the installation is done you must perform the following configurations before using TSM for
VE:

Client node configurations (on the TSM server, using the admin client)

VCenter plugin configuration, (this is optional if the plug-in is not used).

TSM backup/archive client configuration, either by editing the dsm.opt file directly or with the
backup archive client GUI preferences editor. The TSM client provides the “datamover”
functionality.

5.6 TSM server configuration

5.6.1 Register TSM for VE related node on Tivoli Storage Manager Server

The vCenter plug-in relies on the following set of node definitions and relationships. Make sure
the TSM node definitions for datacenters map to the associated VMware data centers.

If the vCenter plugin is not used, you do not need to define TSMCLI and vCenter node names.
But it is recommended to use the datacenter node convention and have the data mover(s) back
up data on behalf of the datacenter node (i.e. maintain data mover / data center proxy node
relationship and use —asnode=datacenternode option on dsm/dsmc).
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TSM for VE requires a specific nede topology on the server. There are 4 types of nodes: VMCLI, Virtual Center, datacenter, data mover. These nodes are linked together via proxy associations (i.e. the TSM server's gean:
command).

® VMCLI node - Nede belonging to the VMCLL.
* vCenter node - Represents the Virtual Center.
* Datacenter node - Represents a Datacenter.

® Datamover node - Used for backup and restore. This node belongs to a backup proxy (B/A Client).

4 TSMcLl | ﬁ

Figure 1 - TSM for VE 6.3 Node Topology

B nNote

The arrows determine the proxy agent and target. For example, M means this grant proxy command: grant proxy agent=h target=

“Datamover node”: This is the TSM node ID that will perform the backup. You can

have multiple TSM data mover nodes for each vStorage Backup Server. This node must be
authorized to backup data on behalf of the data center target node with the grant proxynode
command. No VM filespaces exist under this node. The TSM for VE User Guide uses the
example “VC1_DC1_DM1”.

REGISTER NODE FRSV123012.DM1 tsm41vbs dom=TRI passexp=9999 keepmp=yes

“Datacenter node”: This is a virtual node that maps to a VMware data center. This is the node
that “owns” the VM backup data and contains filespaces for backed up VMs. See next section for
setting up proxynode authorities for the datamover node/s.

REGISTER NODE FRSV123012.DC1 tsm41vbs dom=TRI passexp=9999 keepmp=yes

"vCenter node”: This is a virtual node that maps to a VMware vCenter and is used by the
vSphere Plugin.
REGISTER NODE FRSV123012.VC1 tsm41vbs dom=TRI passexp=9999

“VMCLI node”: This is a common node used by the vSphere Plug-in GUI to to control backup /

restore operations.
REGISTER NODE FRSV123012.TSMCLI tsm41vbs dom=TRI passexp=9999

5.6.2 Proxy relationship:

Node Relationships
1. 1 datacenter virtual node for each VMware datacenter.
2. 1to n datacenter nodes associated with a vCenter node
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3. Data mover B/A client node:
a. 1 to ndata mover B/A client nodes associated with a datacenter node
b. Normally a data mover node is associated with only 1 datacenter. But, it is supported
to allow a data mover node to be associated with more than 1 datacenter.
4. Datacenter node: Associated with 1 vCenter node.
5. 1 VMCLI node per vCenter node.

5.6.3 Configure the Management class to determine the retention and
storage location

Define the VMMC and VMCTLC management classes on TSM. NOTE: “VMCTLC” refers to the
management class for disk storage pool when tape or VTL is being used as the primary storage
pool for the VM backup data.

DEFINE MGMTCLASS TRI STANDARD VE-D28-d desc='Disk class with 28 days retention'’
DEFINE COPYGROUP TRI STANDARD VE-D28-d type=backup vere=28 verdel=1 rete=28
reto=28 dest=FF-DATA-D

DEFINE MGMTCLASS TRI STANDARD VE-CTL-d desc='Disk class with 28 days retention —
CTL only'

DEFINE COPYGROUP TRI STANDARD VE-CTL-d type=backup vere=28 verdel=1 rete=28
reto=28 dest=VE-D28-D

5.7 TSM for Virtual Environments vCenter plug-in configuration

Note: Only required if plug-in will be used. You may perform backups and restores from the TSM
backup/archive GUI or command line without installation and configuration of the plug-in.

Open file located:

C:\Program Files (x86)\Common Files\Tivol\TDPVMware\VMwarePlugin\scripts\vmcliprofile

Specify the following values:
“vmcliprnﬁle - Motepad =l

File Edit Format ‘iew Help

[

3> VMCLI

WVMCLI_TRACE 1]

WE_TSM_SERVER_NAME 172.8.0.44% -=

#VE_TSM_SERVER_FORT 1500 # -p

WE_TSMCLI_NODE_KAME FREW1Z23012.TSMCLI # -n

WVE_VCENTER_MODE_MAME FREV1Z3012.WCL # -v

#WE_TRACE_FILE tsmcli.trace # —x tsmcli trace file

#VE_TRACE_FLAGS api api_detail # -y trace flags

#VE_DATACENTER_NAME datacentername: :datacenternodename

VE_DATACENTER_NAME MOP: tFRSV1Z3012.DCL

WVMCLI_TASK_EXPIRATION_TIME 864000 # in seconds, defaults to 8640005 = 10 days
WMCLI_RESTORE_TASK_ExPIRATION_TIME 2592000 # 9n seconds, defaults to 23920005 = 30 days
(WMCLI_GRACE_PERIOD 2592000 # in seconds, defaults to 25920005 = 30 days
WMCLI_SCHEDULER_IMTERWVAL 60 # in seconds, defaults to 1s

WVMCZLI_DB_HOST FREVOOL7oL

WVMCLI_DE_PORT 1527

VMCLI_CACHE_EXPIRATION_TIME G600 # 1n seconds, defaults to &00s = 10 min
WVMCLI_DE_NAME WVMCLIDB

(WVMCLI _RECON_INTERVAL_FCM 600 # hackend specific recon interval setting in seconds default
WVMCLI_RECON_IMTERVAL_TSM 1200 # backend specific recon interval setting in seconds default
WVMCLT_DB_BACKUP AT 00:00

WVMCLI_DB_BACKUP_VERSIONS 3

WMCLI_LOG_DIR logs

DEREY_HOME CiNProgram Files (x862%Common FileshTivoliNTDPVMwareywMwarePluginsderby

<<

Figure 4.e: Screen shot of vmcliprofile file

Store the VMCLI password, used by the plug-in later.
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Figure 4.f. Screen shot — configure the vmcli password
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Validate your configuration at this point by issuing the inquire_config command:
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5.7.1 vCenter Plug-in Interface Configuration:

First connect to the vCenter plug-in using the vSphere client

[FIFRS¥001717 - vSphere Client HEE
Fle Edt view Inventory Administration Plugins Help
g ¢y Home b 5 solutions and Applications b () Tvol Daka Protection for Vware - FRSWO0L791 b () FRSVOD1717 e . Q
S =
= xﬁfrf"”””” ST Plug-in Domain Edit...
[+ B EXPAND
& i mor The plug-in domain is the sst of Yhware data centers that ars managed by the Dats Protsction for

¥ Plug-in Domain WMware plug-in.

b Tivoli Storage Manager Server

b Set Node Password
Managed Datacenters

EXPAND
About MoP

Available Datacenters

¥ersion: 1.1.0.0
Tivoli Storage Manager Yersion: £,3.0.00

Figure 4.g: vCenter Plugin - Welcome page
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Go to the TSM connection panel and enter the credentials required to interact with the TSM
server.

Notice that this account must have sufficient privilege to create schedules onto TSM server.

|-} FRSY0D1717 - vSphere Client _|F] X

File Edt View Inventory Administration Plugins Help

=] ‘@ Home I fi Solutions and Applicationss b ) Tiveli Data Prakection for Viware - FRSYOD1791 b () FRSYOD1717 |ﬁ§-- Search Inwentory ‘Q‘

Hosts | =
e = | Getting Started ||||| Canfiguration _

= g frsvoniri?
i mop

EmmEmeom Tivoli Storage Manager Server Edit...
The Tiveli Storage Manager server where UM backups are stored:

¥ Plug-in Domain
Server name

» Tivoli Storage Manager Server Administratar
Address

» Set Node Password '\ Part
Platform

Version

About

¥Yersion: 1.1.0.0
Tivoli Storage Manager Yersion: 6.3.0.00

Tivoli Storage Manager Server Settings

[Tivali Skorage Manager Server Settings |

Adding a connection allows you to use a Tivoll Storage
Manager server, The server rust be installed and started
before you can add a connection, The server name is
automatically detected and used as the connection name.

Adrninistratar
FR=W123012 TSMCLI

Password
| ---.-.--|

Address
172.5.0.44

Part
1500

ok | Cancel

#
E

Figure 4.h: vCenter Plugin — TSM server connection panel
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6 Full VM image backup

VM Image Backups and Restores can be performed several ways with Tivoli Storage Manager for
VE:

Backup/Archive Client GUI

Backup/Archive Command Line

vCenter Plug-in

6.1 Performing backup with the Backup-Archive GUI client

Open the Backup-Archive client with the appropriate dsm.opt file. Note the use of the *
asnodename” option to ensure that the backups occur under the correct nodename

dsmc —asnodename=FRSV123012.DC1

The “Backup VM” function is found under the “Actions” pull down menu of the GUI client.

[ 1BM Tivoli Storage Manager !El
ctions  Utilities  View  Help

Backup

Backup Damain

Wyelco anager. Click helow to perform a task

.W folata that are frequently updated.

Restare WM Restore

TTRSITTI<T I

Backup Domain Image

Restare
Restartable Restores

SHISTATUS =success S 126 to server storage to Restores saved files from server
Archive Package =5 of data. storage

HEND

HINFO FMM168141 The rety
END Refrieve Package
N\Progmw iles (] i e

D Lo QIR Monitar TSM Activities

The system cannot find 4 -

C \P1 ogran Files .
-ug}am Files Archive

am Files ; ; :
iNPw ng1 an Files Archive and Retrieve copies of data that are preserved for a specific period oftime
Archive Retrieve
Creates an archive copy in Retrieves an archive copy from
long-term starage long-tetm storage

c:~\2>cd proig
The system cannot find 4

:Nrod prog=
Oc :\Program Files>cd tiu

:\Program Files\Iivoli

N\Program FilesiTivoliv i —|

c :“\Program Files“\Tivolin\ISMxbaclient>dsmc set password —type=um
TSHI.I..ex apgnunl1234 —optfile=dsm_dml.opt
1i Storage Manager
Cummand Line Backup—firchive Client Interface
Client Uersion 6, Release 3, Level 8.8
Client datertime: 82,19,2012 13:57:35
{c> Copyright by IBM Corporation and other(s> 1998, 20811. All Rights Reserved.

ANSB3021 Successfully done.

Ic :\Program Files\TivolixTSMxbaclient>dsm -optfile=dsm_dmi.opt

Figure 5.a: BA Client interface — loaded with appropriate profile (DM profile)

Then choose the VM and select the backup Type (FULL or INCR)
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@ Backup Yirtual Machine _ (O] =]
File Edit View Help

B = = (o]

Backup ||VMWare Full M feStarange) J

=-EE vitual Machines 4] | Wi Marne Vit Hosthame |
= 3 frvinoooo
- f3) FRMOPYDRO
-1 () FREVO01 720
- 50 FREVO01 722
-3 FREVONI 723
-1 50 FREVONI 724
~ 13 RESTORE_17
-1 RESTORE_v5i
----Jﬁh SA‘JE FREVID
-WE 3

O TestzKa _FRMC
- [ testroro

-1 TESTsecurithe
- [ 30 W2K3_R2Z_x64
-3 W2k _EE_x32
- [ fvinooooz
- [ fvinooooa
- (£ frvinonand
-
&

(3 frinonons

-3 frvinoooos =
l | ;IJ<I 0

Displaying fri000001

6.2 Performing backup with the Backup-Archive client CLI

Here is the command required to start a Full VM backup using the baclient command line
interface. Pay attention on the -asnodename option you specified, regarding your setup.

Note: The ds_SP1.opt file contains the right config (datamover node as agent+ datacenter node
as target)
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dministrato mmand Prompt

LCisProgram FilesslivolislSMsbaclient*dsme backup vm test_wikid —mode=full —umctlml’
c =B4-UMCTLD —vummc=B4-UM35D -optfile=dsm_SP1.opt

I1BM 1Tivoli Storage Manager

Command Line Backup—Archive Client Interface
Client Version 6. Helease 3. Level 8.8
Client datestime:- B5-82-2812 22:28:-52

(c)> Copyright by IBM Corporation and othert¢s)> 1998. 2811. All Rights Rezerved.

Mode Mame: FRS5U1230812.PROXYSPL
Bession establizshed with server SPIMOPB2ZTSMLC1: AIX
Server Uersion 6. Release 2, Level 3.8
Server datestime: B5/02/2012 22:26:38 Last access: B5/082/-.2812 22:26:15

2012-05-02T22:-28:53.815+02:80 [12828 info 'Default’] Initialized channel managep

—@A5-A2T22:28:53.815+82:80 [12828 info ‘'Default’] Current working directory:
C:“Program Files“Tivoli~T8M~haclient
%EﬁZ—EgIB2T22:23:53.815+E2:BE [12828 verbose *‘ThreadFool’] TaskMax=18, IoMin=1.
oHMax=
Full BACKUP UM of virtual machines 'test_wlk3’.

Backup UM command started. Total number of virtual machines to process: 1

2012-05-02T22:29:44.939+82:80 [12828 trivia 'ThreadPool’] PrepareTolait: Startin

g new thread

2512 A5—A2T22:-29:44.939+82:80 [A6784 trivia ‘ThreadPool’ ] PrepareTollait: Startin
new thread

2@12 B5-82T22:29:44.939+82:88 [B4316 trivia ‘ThreadFool’] PrepareTolait: Startin

g new thread

Starting Full UM backup of UMuare Uirtual Machine ‘TEST_W2Z2K3’' mode=Full, target
node name='FRSU123012 .PROXYSF1’',. data mover node name='FRSU123612. PROXYSP1’

Backing up Full UM configuration 1nfanat10n for ‘TEST_UWZK3’

13.95? UM Configuration [Sent
Processing snapshot disk [INF_HMP_B2 5512 _PA1]1 TEST _W2K3-TEST_WZK3.vmdk (Hard Dis
k 1>, Capacity: 21_.474_.836_.4808, Bytes to Send: 15.167.651,.848 <(san>I[sendingl
Uolume ——> 21.474, 336 288 LINF _MP_B2_@512_8@1 1 TEST U2H3/TEST _W2K3.umdk <Hard Di]
ek 1> [Sent]
Processing snapshot disk [INF_HMP_B2 8512 8011 TEST _W2K3I-TEST _WZ2K3 1.umdk <Hard D
izk 2»,. Capacity: 53.687.871.2088. Bytes to Send: 14.646.587.568 <(szand[zending]
Uolume —>» 53.687.891.208 [INF_MP_B2_@512_@©@11 TEST_W2K3-TEST_U2K3_1.umdk (Hard
Disk 2> [Sent]

Successful Full UM backup of UMware Uirtuwual Machine *TEST_W2K3® mode=Full. targe
t node name='FREU123812_.PROXYSP1’,. data mover node name='FRSU123812_ PROXYSP1'

Backup processing of *TEST_W2K3' finizhed without failure.

Figure 5.b: BA-Client command line — loaded with appropriate profile (DM profile)
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Backup processing of 'TEST_W2K3® finished without failure.

numbe ohjects inspected:

numher ohjects bhacked up:

numbe obhjects updated:

number obhjects rehound:

number ohjects deleted:

number ohjects expired:

numbe ohjects failed:

objects deduplicated:

number of hytes inspected:

numher of hytes processed:

bhytes hefore deduplication:

bhytes after deduplication:

number of hytes transferred:
Data transfer time:
Hetwork data transfer rate:
Aggregate data transfer rate: 13.756.
Objects compressed by:
Deduplication reduction: 49
Total data reduction ratio: .
Elapsed processing time: AA:=35:
Unmount wvirtual machine disk on backup proxy for UM 'TEST_UWZK3'
Deleted directory C:sUserssfr845893.CE~ApplatasLocalsTemp™3swnuware—frA45893-4228
edb8—Fhae—e?7?h-bh6l15-33d3ldefbebb—vmn—3536%zan

Backap UM command complete
Total number of wirtual machines backed up successfull
virtual machine TEST_W2K3 backed up to nodename FRSU123BI2 PROXYSP1
Total number of virtual machines failed: 8
Total number of wirtual machines processed: 1

6.3 Starting the TSM DP for VMware vCenter plug-in

To use the vCenter plug-in, use the VMware VI Client interface.
[ ¥Mware vSphere Client

vmware

VMware vSphere”
Client

To directly manage a single host, enter the IP address or host name.,
To manage multiple hosts, enter the IP address or name of a
wiZenker Server.

IP address [ Mame: IFrsvDDl?l? ;I
User name:! I
Password: I

™ use Windows session credentials

Login Close Help

If this is the first time you use the plug-in in the VI interface, you may have to install it using the
vCenter Plug-in Manager
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[ FRSY0D1717 - vSphere Client

File Edit View Inventory Administration Plug-ins Help

B E ‘@ Home: ‘ﬁ' = Search Inventory

Inventory
_ |{j Plug-in Manager (0] x|
@
_g Plug-in Name | Wendor | Version ‘ Status ‘ Description ‘ Progress ‘ Errars j
Search dovrh
setipt
http:/,
Administration Miare
igoxml
.QQ Inwalic
L -} hastné
Roles be par
& Tivoli Data Protection for Yiware IBM Tivali Storage Manager 1.1 Enabled Tivoli Data Protection For ¥iware
Plug-in
Management & wiZenter Service Status Whlware, Inc, 4.1 Disabled Displays the health status of & Thefc
wierker services aceure
ﬂfﬂd dofwnh
script
Scheduled Task hitps:
3
Confic
-
Solutions and [ | | ”“’:‘

Recent Tasks Help Close

4
You find the plug-in on the Solutions and Applications
|L'-J'_ FRSYDO01717 - vSphere Client H=] E]
Eile Edit Yiew Inventory Administration Plug-ins Help
@ B |@ Home Fl=| Scarch Inventory Q°
N
Qe |: | 3 ==
9 = 2l ¥
Rales SEs5I0N5 Licensing System Logs wiZenter Server
Settings
Management
e
B @B w & &
Scheduled Tasks Ewvents Maps Hast Profiles Customization
Specifications
Manager
Solutions and Applications
ksl
Tivoli Data
Protection For
VMware - FR3Y,., =
Recent Tasks Marne, Target of Skatus contains: = Clear 3

6.4 Performing backup with the TSM DP for VMware vCenter plug-
in

Tip: This task creates a scheduled job on the Tivoli Storage Manager Server. As a result, the
Tivoli Storage Manager scheduler service must be configured.
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Ble Edt Vew Inventary Administration Plugins Help

w Search Inwenicry ‘ q |

‘@ Harne DHJ Solutions and Applications Drﬁ] Tivoli Data Protection for Yware - FREO01791 D@ FRSYOD1717

Hosts |+ : —
= Configuration
[ Ffrsvoniriy B
B i mor Managing backup schedules Schedule a Backup Delefs 3 Schedule
= frvioooont
[ Famopyont Create a backup scheduls that takes snapshets of the virtual machines and sands them ta Tivali Storage Manager server storage,
Learn mare..,
|5 FREVO0L720 al = :
[ rRavnonrze & L '
g FRSvONL723 Sehetie Tpe Laet Fan St Method Sl
& FREVO0T724
Ho data to display
i resTORE 1770
| RESTORE_vServer
|12 SAVE_FREY001705
|8 Testik3_FRMOPTMPOL—
|3 TEST_WZK3
|4 testrorn
|5 TESTsecurite
Figure 5.c: vCenter Plugin interface — Backup Tab
hedule a Backup
Schedule a Backup
[ Welcome General
General The backup name is displayed in the table on the backup page and in activity logs,
Source
DS Ttems marked with * are required.
Schedule
Summary * Backup Schedule Name:
RAPHAEL
Diescription:
RAPHAEL TEST]

< Back  Mext = Cancel
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Schedule a Backup

=
@ chadla 3 Backup Saurce =
9 General Select a host in the tree and then select one or more virtual machines that you want to back up. You can choose WMs from different
Source hosts.
Destination
=chedule Deselect all Select all
Surnmmary [=] « MoP - _
 frvionoooy fienc SEg
B frvinononz FRMOPYDRO! 45700068 *
| E fryi00003 FR3V001720 132.00GB
{ frvioooood FREVOM 722 120,00 GB
[E frvinoooos
. FREVO01723 52.00GB
B frvionooos
E frviD00n07 FRSVO01724 12200 GB
B frvinonoos RESTORE_1770 150.00 GB
B frvionooog RESTORE_vSetrver 52.00 GB
 frvioooo10 SAVE_FRSVONT05 7607 GB
B frvivoooas - p——_
g frvinonois 12 items
L RPN .- -
=
< Back  Mext >  Cancel
Schedule a Backup
& Welcome Destination
& General The destination you choose determines where the WMware snapshot is stored on the Tivoli Storage Manager.
& Source
Destination
Schedul Select the Tivoli Storage Manager data mover nade that will run the backup,
Gty Pick a data mover node that is not used by anather process to improve backup perfarmance.
SUMmMmary FREV123012.DM1 hd

< Back | Mext > | Cancel ,

Select how you want to schedule it. Choose ‘Run now’ if you want an instant backup (one time
backup)
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Schedule a Backup

@ welcome Schedule

¥ General

Z Source when to start the backup:

) Destination ®) Run the backup now
Schedule () schedule for later
Surmmary

Backup type:

) Incremental backup
Full backup

< Back | NMext > | Cancel .

Schedue 2 Backu pekup

7 Welcome Ready to complete
¥ General The backup specifications are listed for review,

7l Source
_ Backup name: RAPHAEL
I¥) Destination

Source Mames:

FIO00IL (hest) 4
Summary RESTORE_wServer (vm)

4 Schedule

=

Tivoli Storage Manager data mover node: FRSY123012.DM1
Backup Type: T3M Full backup

Schedule:
Run the backup now

< Back  Finish  Cancel .

Confirm

Ié-au:kup task RAPHAEL started, would you like to
rmonitor this task now?

ﬁl Cancel |
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Configuration

>

View: Events |+ Achive Tasks Datacenter Occupancy

IJse this table of running operations to verify the progress of a backup ar a restore that just started,
Learn more. .,

Next refresh: 00:17
Fitter |

@ v
Name: Pragress Start Tine [ietails
RAPHAEL Processed 0008 Way 2, 2012 11:50:51 PM CEST Processing virtual maching, 070

|_Getting Started || _Summary || Backup | Restore | @205 | configuration | |

ViEW: Active Tasks Datacenter Occupancy

This table lists the most recent operations that have completed and their status.
Learn more...

Mext refresh: 04:54

& -
Task Diate and Time Type Descript
test February 19, 2012 55332 P CET \@ C

6.5 Scheduling backups

In addition to setting up backup schedules with the vCenter Plug-in wizard, schedules can be
defined via the Tivoli Storage Manager administrative interface (command line or administration
center GUI). The scheduling of backups should be carefully planned. Schedules created with the
vCenter Plug-in can be viewed through the Tivoli Storage Manager Server admin interface.
However, schedules that are created directly via the Tivoli Storage Manager Server admin
interface will not be shown on the VCenter Plug-in. If a schedule is created for a backup within
the next 24 hours, the Tivoli Storage Manager scheduler service (or daemon) must be restarted.
The most important things to consider when you define your backup policy is: how to meet the
RTO and RPO defined. Given that, you will define the schedule plan and backup policy. You have
to take in consideration also the infrastructure already in available to backup your virtual
environment — number of VBS, number of VMs, path to backup storage.

Here are two methods to automate your VE backups:

“Batched full”

Full VM backups during extended time (e.g., weekend), incremental during weekdays.

Easiest approach to configure / minimizes schedule definitions.
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Backup window considerations / does not optimize usage of vStorage backup server.

“Rotating full”

Full and incremental backups are interleaved each day
Distributes backup workload/window throughout the week
More complex scheduling

For additional information, refer to Recommendations for Scheduling with Tivoli Storage Manager
for Virtual Environments:
https://www.ibm.com/developerworks/wikis/display/tivolistoragemanager/Recommendations+for+
Scheduling+with+TSM+for+Virtual+Environments
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7 Full VM image restore

7.1 Overview of restore procedures

| TSM for VE : which interface to use and where ?

VBS guest (VM) vCenter plug-in
Task to be done
FULL VM Restore using Baclient N/A using plug-in interface
File Level Restore DP for Vmware recovery Agent | DP for Vmware recovery Agent N/A
Instant Restore N/A DP for Vmware recovery Agent N/A
FULL VM Backup using Baclient N/A using plug-in interface
FULL VM INCRemental Backup using Baclient N/A using plug-in interface

7.2 Preserving VMware configuration attribute information

Tivoli Storage Manager for Virtual Environments / Data Protection for VMware do not directly
access, modify, or back up the .vmx file. Instead, Tivoli Storage Manager for Virtual Environments
uses the sanctioned VMware method to preserve the information contained within the .vmx file
during backups. The main objective of Tivoli Storage Manager for Virtual Environments Version
6.3 is to recover the virtual machine to a usable (or startable) state.

Refer to http://www-01.ibm.com/support/docview.wss?uid=swg21578739 for a description of the
attributes maintained by full VM restore.

7.3 Full VM restore using the Backup-Archive client

Connect to your vStorage Backup Server. Information needed to start Tivoli Storage Manager
GUI interface for restore: You might have to specify an alternate option file to start the Tivoli
Storage Manager interface on the right context, to do so, use the —optfile parameter in the dsmc
command. Check that VM is stored using this proxy:

Open a command line, and go to C:\program files\tivoli\tsm or enter cd %DSM_DIR%

Then enter the command below: Enter the VMNAME in upper case
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smc query vm TEST_WZKI —-inact —aptf :i_]_l'.--l_".!:l'lj

» Client Interface
Level B.2% 1185168
‘A 4:15:46
sation and otherdz)> 1998. 2811. All R'i'g]'ll.".:
23815 .PROXYSP1
d with server SPIMOPBATSHLC1: AlX

L 2, Level 2.38
Server da ime: Bb-2 11 14:16:B8 Last access: 86292811 14:82:37

Query Uirtual Hachine fFor Full UM backup

You see that there are 2 versions of this VM, available for restoration

7.3.1 FULL VM restoration — same location

Open a command line DOS, go to %DSM_DIR% and open GUI interface:
You might have to configure a specific option file regarding the DataCenter Node you have to
restore data from

ommand Prompt

C:sProgram FilessTivolisnTSMsbaclientcd xDSM_DIR:x

C:wProgram Files“Tivoli~ISM~baclientX>dsm —optfile=dsm_SP1l.opt _

Choose RESTORE VM menu

49



Tivoli Storage Manager for Virtual Environments Version 6.3 Deployment Guide

@ IBM Tivoli Storage Manager i ] s
File Edit | Actions  UWilities  Wiew Help
Backup
Backup Domain ;
Weloo wE anager. Click below to perform a task.
Backup Diomajn Image
Restare
Restartable Restores...
and Restore copies of data that are frequently updated.
Backup W
Re i Restore
) les to server storage to Restores saved files from server
Archive Package nss of data. storane.

Retrieve Package

Monitor TSM Activities

Archive
Archive and Retrieve copies of data that are preserved far a specific period oftime.

Archive Retrieve
Creates an archive copyin Retrieves an archive copy from
long-term starage. long-term starage.

|

Figure 6-a: BAclient interface — Restore VM operation

Choose your VM and select the version you need to restore

[ Restore ¥irtual Machine

Eile Edit View Help
¢ IEE R R

Restore | Options | Paint In Tirme |
s-Hid Frevizantsrroxrset [ [ M Name | Type | WM Hosthame Backed Up Host
= 3 virtual Machines I TEST
IO TEST WaKa ||||7

Then click Restore

Let option by default and click Restore

Restore Destination E

@@ Select destination for restored objects

~Restore to

™ Fallowing location

Mame:;

Datacenter:
Hnost:

Datastore;

Restore Cancel | Help |
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It will recreate the VM on the original location (if the VM exists it must be deleted).

7.3.2 FULL VM restoration - alternate location

Prepare following needs:

Name of restored VM (f you need to restore in alternate place)
Name of ESX to restore onto

Name of datastore to restore onto (with sufficient space!)
Name of the datacenter

Open a command line DOS, go to %DSM_DIR% and open GUI interface:

ommand Prompt

C:sProgram FilessTivolisnTSMsbaclientcd xDSM_DIR:x

C:wProgram Files“Tivoli~ISM~baclientX>dsm —optfile=dsm_SP1l.opt _

Choose RESTORE VM menu

@ IBM Tivoli Storage Manager _ O =
File Edit i_ﬁctiuns Utilities  Wiew Help

Backup

Backup Domain
Backup Dornain Image
Restare

WWelce anager. Click below to perform a task.

Restartable Restores... P
and Restore copies of data that are frequently updated.

Backup %
Restore
) les to zerver starage to Restores saved files from server
Archive Package bss of data. starage.

Retrieve Package

Manitor TSM Activities

Archive
Archive and Retrieve copies of data that are preserved for a specific period of tirme.

Archive Retrieve
Creates an archive copyin Retrieves an archive copy fram
| long-term starage. lang-term storage.
A 1J
I |

Choose your VM and select the version you need to restore
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& Restore ¥irtual Machine

File Edit “iew Help
v iEE R R

Restore | Optiohs | Paint It Time |
=-F (2 FRSV123016 PROXYSP1 ” I | W Name | Type I M Hostname I Backed Up Host
= 1 B8 virtual Machines IO 06/20/2011 11:34:02 000001
-~ TEST_waka = DA28/2011 14:02:37 [rvi000001

Then click Restore

Choose Following location and fill all the boxes

Restore Destination

@@ Select destination for restored objects

Restare to

™ Original location

¥ Following location

Marmne: RESTORE
Datacenter: \MOP

Host: frvi00000K
Datastore: |y _DATASTORE

Restore Cancel | Help |

RESTORE is the displayed name of my VM

MORP is the datacenter

Frvi00000x is the ESX host used to host the VM
MY_DATASTORE is the datastore used to store VM data.

Then click Restore ... and wait for completion ...

7.4 Full VM restore using the DP for VMware vCenter plug-in

First, be sure that the vCenter user you are logged with has sufficient privileges to restore a VM.
Check this out with the VMware administrator.
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(3 FRS5¥001717 - vSphere Client _|5]x

file Edic View Inventory Administration Blugrins Help

g g |E} Home b i Solutions and applications b () Tivoll Data Protection For Viware - FRSVODI73L b (5] FRSVODITLT |W Search Inventary |Q‘

Hosts|
[rosts | = s .

] 4 frsvon17i?
= i mor Restore Refresh
= [ frvioooooy

Use the tabls to restare one or more YMs from the list of restore paints.
Lg FRMOPVDROL Learn more about the restore options available...

[l FRsVO01720
[ FRsvOD1722
5 FRsvOD1723

Deselect all = ] F
[l FRevOO1724 e = Fitter ]

(3 RESTORE_1770 £ mop
14 RESTORE_vServer

Restore Paint Backup Typs Location

Ho data to display
|5 sAvE_FRE¥001705 a

[ Test2K3_FRMOPTMPOL—
[ TEST_waks
[ testroro
[ TESTsecurite

[ frvioooooz

[ frviooooo:

[ frvioooooa

[ frviooooos

[ frviooooos

[ frvioooooz

[ frvioonoos =
4 »

Recent Tasks Mame. Targst or Status contains: = [ Clear %
Figure 6-b: vCenter plugin — Restore tab

B

¥ Restore Point Details

= E-E-E

Choose the ESX host, the VM you want to restore and the date of restore.
Tip: use the drop down list (Red square) to display all backups, and not only last backup which is
the default.

R r
Getting Started Reports |[ Configuration

Restore Refresh

Use the table to restore one or more ¥Ms from the list of restore points.
Learn rnore about the restore options available...

Active and inactive backups|

Deselact all @ Fiter "
= fidl mop Restore Poirt Backup Type Location
= [ frvionoooy May 2, 2012 11:47-23 PM CEST FULL 1728044
[ Testzka_FRMOPTMPOL K
|5 FESTWEKE

~ Restore Point Details
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Restore Configuration

Active and inactive backups| J
Deselact all Q Fiter "
[« mop Restore Poirt Backup Type Location
[ frvioooool May2,201211 4723 PM CEST FULL 1728044
(5 Testzk3_FRMOPTMPOL
 TEST_W2K3
‘ »

¥ Restore Point Details

Backup Type: FULL Back End Type: TSM

Backup ID: 1787964037 Schedule Start Time: May 2, 2012 11:47:23 PM CEST
Datacenter: MOP Host: frvinooool

WMware Name: TEST_WZKS WMware Instance ID: 4228ed68-9bae-e77b-b615-33d31defbebs
Status: success Backup State: ACTIVE

TEM Server Mare: 172.8.0.44 Data Mover Mode: FRSY123012.DM1

Base 10: 0 x
4| | 3

Finally click restore link (at the bottom of the page) and follow the wizard.

I Welcome Welcome
|  Source Restore a single virtual machine
| Destination
Use this wizard to restore a single virtual machine and select where it is restored to.
Summary

The aptians that are available ta you in this wizard depend on the backup software that is installed (Tivoli Starage Manager for Virtual Environments, Tivoli Starage
FlashCopy Manager, or both).

For more information on this restare aption and its requirements, dick the following task:

Task: Restore Single Virtual Machine

< Back | Next >  Cancel

As for Backup/Archive Client restoration, you can choose the destination or let it as original
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= Welcome Destination for the single virtual machine restore

[ Source Select the destination of the selected virtual machine. The VM can be restored to a different WM, data store or

Destination host to preserve the original WM. All new WVM=s and data stores must be created before starting the restore wizard.

Summary B
(_) Restore to original location
(® Restore to alternate location

To restore this virtual machine to another virtual machine, type the name of the new virtual machine.
A

Select the data center to use for the restore destination

-

Select the ESX Host to use for the restore destination

-

Select the data store used for the restore destination

VMF529-NICE-512Go-HP -

Select the Tivoli Storage Manager data mover node that runs the restore. This is the node name for the Tivoli
Storage Manager client that is installed on the vStorage backup server. Pick a data mover node that is not
used by another process to improve restore performance.

~OM1 7

< Back | Next = | Cancel

Once you have selected all the required information, click on next and finish, and then monitor the
completion through the Reports Tab.

Tip: if the VM is still defined, the restoration will failed, and report this error:

Error

GVM1167E
The virtual machine TEST exists. Delete the virtual
machine first before restoring it.
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8 File restore

8.1 Windows file restore

First, connect to a VBS in CONSOLE mode.
If the proxy is a Win2003, only console mode allows you to use the TDP for VE mount utility. In
that case, the TDP for VE mount is in the system tray icon (the red one).

@ E=o

If the proxy is a Win2008, both console and normal session provides the icon

O AUUSYSLEN LEYILE LTiIVED L2 -
Metwork,
, Tivoli Skorage Manager
! Administrative Command Line,
Control Panel
? Backup-archive Command Line. |
[&) Backup-archive GUI,

[%] Managerment Console

Devices and Prinkers

, Data Protection For YMware Airralive Tals "
Command Line
@ Diocuments Help and Support:
| WMware E Run...
1 Back. Windows Security

I Search programs and Files @J Log off Pl
|£“_'5t t j ﬁ% ST = | @| i |
< 2tar "3 'H =ml e —

Open the interface of TDP for VE restoration

First take care of the “MODE” of the TSM for VE interface. In case of such message while trying
to mount a snapshot, check where are stored the snapshot before trying to mount them:
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Error

FESM7O15E An error occurred while reading snapshot daka from
the server. Make sure 'storage bype' is correctly configured, and
see log For more information,

4 Data Protection for ¥Mware 6.3.0.0 [Tape Mode]

Tivoli. Storage Manager Virtual Environment

- Selart Tienl Starane bMananer cemer .-

Settings

ents and Settingzhall Uzers\dpplication DatahT realisT SMAT DPYRwaretmount’,

e

SR D Y T—
Dizmmoumt Al

1024
7000
Fiesume

Abort Al

Figure 7-a: TDP for VE mount interface — Settings Panel

If connection information is already specified in the interface, click on the REMOVE button. Fill all
the mandatory boxes with:

57



Tivoli Storage Manager for Virtual Environments Version 6.3 Deployment Guide

™ Data Protection for ¥Mware 6.3.0.0 [Tape Mode]

Tivoli. Storage Manager Virtual Environment

172.8.0.44
1500

Cancel
Figure 7-b: TDP for VE mount interface — Tivoli Storage Manager Server connection panel

Server Address is the Tivoli Storage Manager Server address

Server Port is 1500 by default, update if it's not your case (Tivoli Storage Manager Server TCP
PORT)

Authentication node is the Name of the Datacenter Node used to backup / store the VM backed
up data Password is Datacenter Node password.

Typical recommendation when running the DP for VMware recovery agent from the vStorage
Bckup Server would be to use ‘Node access method = Asnodename’. In this case the
asnodename would be the TSM data center node name and the authentication node would be
the TSM data mover node name.
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&= Data Protection for YMware 6.3.0.0 [Tape Mode]

Tivoli. Storage Manager Virtual Environment

11/13/2001 31208 PH

Hard Disk 1 (40.0 GE) =

Figure 7-c: TDP for VE mount interface — main panel — mount operation

Then select the date of the snapshot you want to restore, and select the disk in which the file is
stored:

For Windows, you can determine the disk # based on the disk manager of the VM you want to
restore. Once the disk has been selected you are able to see the label of the partitions defined on
this disk.

Finally, select the mount operation to mount the image on your proxy. At this point, if the volume
you want to restore is a Windows Basic disk, the snapshot will be automatically mounted as a
new volume on your VBS:
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Select mount destination

T anj=t riaime:

[riitizitar rarms:

Partition nurmber

Click Ok and browse the disk using the letter you have specified.

On the other hand, if you have such error:

60



Tivoli Storage Manager for Virtual Environments Version 6.3 Deployment Guide

Select mount destination

W Craziz iiual 2ol from selecized pamition

Partition number | Size | File Spetem | Label

FBSMFOZ0E Mone of the partitionz in the selected dizk iz formatted
Lzing a supported File Syatem.

Sro only morEanlE oErions

Bl ilavini izl valime 2z 1=z o

1 iz fallawing iz [zt

W Glartin e follasing 2moig FITRS faldr:

Browze, .

You have to mount the snapshot through the iISCSI menu.

8.2 Windows file restore using iSCSI

Select options as describes below, and enter the iSCSI initiator information. Eventually, choose
the label name of the partition you want to mount (if there is more than one windows partition on
the selected disk)
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belect mount destination

e

igr. 19391 -05. conn. ricragaft: [

Partition numkber File Spztem | Label

MTFS Supztem
9,76 GB

Toolz

Browse,,.

Click OK here.
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1 Data Protection for YMware 6.3.0.0 [Tape Mode)

Tivoli. Storage Manager Virtual Environment

[ ‘Microsoft Windows Server 2003, Ente =
1113/2011 31208 PM bl

T |

Once the dialog box close, you will have the main one, with a message which indicates that
volume is mounted, open the iISCSI Menu. Click on the Target tab, then click refresh button.
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iSCSI Initiator Properties

Genwral | Discovery Targets | Persistent Targets | Bound Vohumes Devices |
Select & taegel and chick, munwmmummhm
about the and

Log On to Target
Targek name:
™ sutomatically restore this connection when the system books

I Enable multi-path

" Oy select this option if ISCST multi-path software is slready instaled
an your computer.

Detak: Iﬁu;]n\‘ Rgh  Advanced.. | <| oK Dc«m
S | E—

Figure 7-d: Windows iSCSI Properties Panel

Check finally that the volume is ready to use

| 1ane=
verestore ( Connected 5

Open the device manager to assign letter to the discovered disk, then open the disk management
tab.

If a popup window appears asking to initialize the disk click cancel!
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E Computer Management !E '
Q File Action Yiew Window Help | o = |
o BHE 2 E [HXEE
Q Computer Management (Local) YWalurne I Layout | Type I File 5 steml Skakus I Capﬂ
E@ System Tools = Partition  Basic Healthy {Unknown Partition) 512
D"@ Everk Wiswer = Partition  Basic Healthy (Unknown Parkiion) 102
D"'% Shared Folders = Partition  Basic Healthry {Unknown Partition) 512
- bE Local Users and Groups = Partition  Basic Healthy {Unknown Partition) 196!
o X
Fl--g) Perf.c:rrnance Logs and Alett: = Partition  Basic Healthry {Unknown Partition) 512
& & St Device Manager = Partition  Basic Healthy {Unknown Partition) 102
=] arage
- g = Partition  Basic Healthy {Unknown Partition)  102:
[+ Removable Storage . ) .
S = Partition  Basic Healthry {Unknown Partition) 200
A Disk. Defragmenter e : _Iﬂ
24 Disk Management < L4
[]--% Services and Applications
ZfDisk 94
Basic
1965,99 GE
Online
ZfDisk 95
Basic
39,99 GB 19,53 GB
N 9
Onlire Healthy (acti § | Healkhy =Rl
Explore
Urallocated [ Primary partition [l Extended partitior
J | B L L v P L F t and Paths...
| | Format. ..

Delete Logical Drive. ..

Properties

Help

Figure 7-e: Windows Computer Management — Disk management
Choose the letter and assign it to volume
Wait for the LETTER TO BE DISPLAYED in the disk manager .... It can take about 1 minute

(because Tivoli Storage Manager retrieves some data in this timeframe).

Then open a browser and browse the content:

Flle Edit Wiew Favorites Tools  Hel | ]
=PDisk 94 = = = = = R i
?gzlé s Qsack - o) - (T ‘pSearch |D Folders | [~

. 1965,99 GB =
Orline Healthy (Unknown Partition) Address IV D3 j ]

. Falders X | Mame = | size | Type |o
=PDisk 95 -
Basic (D) @ Deskhop gnpplwm F‘:E Fo::er 7
39i99 o] 19.53 GE 277GE || 1069 GE &) My Documents Explait File: Falder A
Online

Healthy (acti § | Healthy Healthy | 9 My Computer
B Unaliocated [l Primary partiion il Extended partition | Logical ) System (C:
‘ S ocal D |
12 Appwin

1) Exploit

[ DVD-RAM Drive (Z:)
I Control Panel

[ € on THIOIULIEN
[ D on THIOIULIEN
[0 F on T4L0JULIEN
[ Z on THIOIULIEN

g My Network Places

Figure 7-f: Windows Explorer — Browse Iégical'drive content

Find the file(s) requested and copy/paste in a local folder later sent to target VM, or past it directly
in a CIFS mount of the VM storage.
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Once the file is on the directory on proxy, you can access it from the VM, and can copy it from the
proxy to the VM in the required place. When finished, close the browser, logoff from the iSCSI
and dismount the snapshot.

iSCSI Initiator Properties

Generall Discovery  Targets IF'ersistent Targetsl Bound Volumesx’Devices'

Select a target and click Log On to access the storage devices for that
target. Click details to see information about the seszsions, connections and
devizes for that target.

Target Properties

Targets: Sessions | Devices | Propetties I
Mame I Status This target has the Following sessions:
verestore Connect

ier

[ ffiffadifcea9465-4000013700000009

Log off... Refresh
—Session Properties
| Log On... Target Portal Group: 1
Stakus: Connected
iZonneckion Counk: 1
oK. | LCancel - Session Connections

To configure how the connections within

this session are load balanced, click Connections |

Connections,
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1SCSI Initiator Properties

General I Dizscowerny 1 argets I Perziztent T argets I Eound Y olumez/Devices I
Select a target and click Log On to access the storage dewvices for that

target. Click detailz to zee information about the sezzions, connections and
devices for that target.

Targets:

I ame

iverestore Inactive

Details I Log On... I Refresh |

| OF I Cancel | Al i |
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5 Data Protection for ¥Mware 6.3.0.0 [Tape Mode]

Tivoli. Storage Manager Virtual Environment

Help
Settings

Cloge

Maunt

114342011 3:12:08 PM ~ Restare
Hard Digk 1 [40.0 GE] il

i brar

Click on DISMOUNT, REMOVE and finally CLOSE
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s Data Protection for ¥Mware 6.3.0.0 [Tape Mode]

Tivoli. Storage Manager Virtual Environment

[ 77T [Mictoselt Windoves Sesver 2003, Ente =
1141372001 31208 PM =
Hard Digk. 1 [40.0 GE) =

8.2.1 Windows dynamic disk considerations

An example of using the following approach would be for Windows Dynamic Disks that are not
supported using the DP for VMware volume mount function. First be sure that the iSCSI initator
tools are installed on your vStorage Backup server.

Connect to the vStorage Backup server using console mode session

On Windows 2003:

JRETIR L R o Y ) ) SR ) I

Inikiakor-2,08-build38

Install the package (
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Determine the initiator name clicking this link

i5C5] Initiator Properties E |

General | Disu:u:wer_l,ll Targetsl Perziztent Targetsl Bound Vulumestevicesl

The I5C5] protocol uses the Following infarmation b uniguely
identify thiz initiatar and authenticate targets.

—

Initiatar Mode M ame:; | ign. 1991-05. corn. microsoft: AR

Com

Ta rename the initiatar node, click Change. Change. .. |
To autherticate targetz using CHAP, click Secret to c
specify a CHAP secret. 2ecret |

To configure IPSec Tunnel Mode addreszes, click T |
Turnel. —Hnne |

OE. Cancel Smply

Figure 8-a: Windows iSCSI Properties — Initiator name info

On Windows 2008, the iSCSI menu is located in the Control Panel:

Bl iscsi - Control Panel

@(_)v @ ~ Control Panel ~ - lﬂ_’“ iscsil [x]

ﬁ iSCSI Initiator
rl

L

T+ Admumistrative Tools
R 'Wg'Set up iSCST inikiakor
8

I@lSearch windows Help and Suppark Far iscsi”

Get the iSCSI name in the Configuration tab
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iSCSI Initiator Properties

"Targets I Discow ety I Fawarite Targets I Yolurnes and Devices I RaDIUS |Configuration I

ConfFiguration settings here are global and will affect any Future connections made with
thie initiakar.

Any exisking conneckions may conkinue to waork, but can Fail i the svsktem restarts or
the initiakor otherwise tries to reconnect to a target.

‘When connecting ko a target, advanced connection Features allow specific conkrol of a
particular connection,

Inikiator Mame:

L CeLink.

To madify Ehe initiator name, click Change.
To set the initiator CHAP secret For use with rutual CHAP, CHAP. .. |
click CHAP.

To set up the IPsec tunnel mode addresses For the initiator, IP=ec... |
click IPsec,

To generate a repork of all connected targets and devices on Fepart |
the system, click Report,

More about Configuration

o] 4 Cancel Apply

8.3 Preserving ACLs when copying files in Windows

File permissions are captured during backup and Tivoli Storage Manager always has a copy of
the permissions with the data. Windows Explorer does not copy permissions, nor do the DOS
copy command or the DOS xcopy command by default (you need to use xcopy /O to copy
permissions; see the xcopy help for more information).

Typically file permissions are assigned at the root of a volume or at one of the lowest level
directory structures and file permissions are inherited, e.g. if you have a directory c:\dir and copy
a file into c:\dir; the file will inherit the permissions of c:\dir. Typically the use cases that a
customer would use (restore a user's lost file) would fall into this type of scenario, i.e., a) use
TSM mount b) use Windows Explorer c¢) although file permissions are not copied back the file
would inherit permissions from the target directory.
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8.4 Linux file restore

For further details, check this link:
http://www-01.ibm.com/support/docview.wss?uid=swg21473127

8.5 Linux file restore using iSCSI

The following example demonstrates the use of iISCSI initiator for file recovery from a Windows
vStorage Backup Server (note that an iSCSI initiator can also be used from within a VM guest).

For a general overview of this procedure refer to:
http://www-01.ibm.com/support/docview.wss?uid=swg21473127

For the best effort support statement using iISCSI refer to:
http://www-01.ibm.com/support/docview.wss?uid=swg21474116

8.5.1 Procedure
Connect to a VBS in CONSOLE mode

First, determine the iSCSI initiator name of the Linux VM where you want to restore:

On the taret LINUX VM, issue command

fetofigcEilinitiatorname. iscsi

S.com.redhat:2achd4df921af

Second step is to determine on which IP the VBS is listening for the iSCSI protocol (port 3260)

On the VBS issue the command
C:sDocuments and Settings:“supadmsauwvanet.ibmXnetstat —an
TCP B.8.8.8:88 A.A.@.8a:
TCP A.@:135
TCP .A:445
TCP A:=-1829
TCP A:=-1893
TCP A:-1182
TCP A:=-15068
ICFP A:-1581
TCP A=1958
TCP B:338%9
TCP 3732
TCP 3733
TCP 3734
TCP 3735
TCP 3736
TCP 3737
TCP 3738
TCP 3739
TCP =1
TCP B:12489
ICFP B:=-23333
TCP B:=-47001
ICFP 7.239.246:13%9
TCP 18.217.239 246 :1953
TCP 18.217.239.246:32608
TCP 18.217.239.246:38851
TCP 172.8.8.168:139
TCP 172_8.8_161:139
TCFP 172.9.8.194:139

HFEaILIRIoLE@oEnEn G @

F  EEEEEEEIEEREEEEREREEE

e o & 5 ® 1 ® 3 ® ¥ o®F ® o® o® oER oEoEoER @ oE A

HFagaaeaeam

DEISEROEEIEAIIEIEERIEREEEEE SR E

N
[l il sl ol ool ol fo ool ool fus o)
N
gl ool oo oo oo gl
N
[l ool oo oo g fon ool g gl
WU LR RN AW NG RN RN RN RE RN R HE RN NG ON RO RN HO NN RN NN RN RN N NN HE R AR

IR EEEEREEE

72



Tivoli Storage Manager for Virtual Environments Version 6.3 Deployment Guide

Now, let's mount the snapshot from Tivoli Storage Manager Server, needed for the restoration.
Open the interface of TDP for VE restoration. First take care of the “MODE” of the Tivoli Storage
Manager for VE interface.

o4 Data Protection for ¥YMware 6.3.0.0 [Tape Mode] Eq

Tivoli. Storage Manager Virtual Environment

- Selart Tienl Starane b ananer cemer -

Settings

entz and Settingz®All Uzers'Application Data\TivalihT SMATDPYMwaremaount’,

T ape
S8 T
Dizmmoumt A

il ||
1024

75000

Fesume

Aot Al

If connection information is already specified in the interface, click on the REMOVE button
Fill all the mandatory boxes with:
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T
5 Data Protection for YMware 6.3.0.0 [Tape Mode]

Tivoli. Storage Manager Virtual Environment

—
Mew Tivaoli Storage Manager server... hd |
Settings

Drbemnle 0 D
Tivoli Storage Manager Server information

E— 2 T
5|

Dizmaunt Al

Abort Al

. 4l LCancel

Server Address is the Tivoli Storage Manager Server address. Server Port is 1500 by default,
update if it's not your case (Tivoli Storage Manager Server TCP PORT).

Authentication node is the Name of the Datacenter Node used to backup/store the VM backed up
data. Password is Datacenter Node password

Then Select the VM you want for your file restoration, the snapshot date and choose the disk you
want to mount. Select the mount operation to mount the image on your proxy. Select options as
describes below, and enter the iSCSI initiator information. The iSCSI initiator name will be the
Linux iSCSI ID and the target name is a name of you choice (fitting iSCSI restriction).
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Select mount destination

igt.1934-05. com. redhat: 2a6b4 41327 af o

Partition number Label
101 MB 3 Lboot

o s: i N T AT Ll R A T

fel o cricizl walums 2z rzad ol

rig) driee lztiar:

W i in iz following smei I TES faldzrn

Browse...

Cancel

Click OK and wait for the snapshot to be mounted. Then you will have an interface like following:
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&, Data Protection for YMware 6.3.0.0 [Tape Mode]
[

Tivol Starage Manager Server Hel |
elp
Settingz |
Fefrezh | Femove |

Close |

Select snapshot
Wirtual machine |F —we_ [RedHat Enterpnze Linus 5 [B4-bit]] ﬂ | taunt |
Snapshaot |2H1 32012 2:35:08 AM ﬂ Restare |

Disk | Hard Disk 1 [40.0 GE) |

1SCS1velinus : F .. Hard Digk 1, 2/13/201 2 2:35:08 AM |
Digrnount Al |

Ihstant Restore

Max CPL — |

|'ISI:5I:velinu:-:' mounted |

Once the VBS has mounted the snapshot, go to Linux to see the iISCSI device:

e
ref
e

g}

N o oR
m m
H Hh

g
H

Check that you are connecting to the right IP
Check that there is no firewall between the VM and the VBS

At this point your Linux is able to see the snapshot exposed by the VBS.
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8.5.2 Special steps to read the data from the exposed snapshot

Once an image of a backup disk is exposed using the iISCSI protocol, the process of mounting
the logical partitions contained on the exposed disk to the operating system is outside of the
scope of this document. IBM does not support mounting logical partitions that are managed by
the Linux logical volume manager (LVM); the following information is provided as informational on
an "as-is" basis:

To mount a snapshot of an LVM volume on the same machine from which the snapshot was
created, you will need to manually modify the snapshot disk as to not introduce duplicate physical
and logical volume ids:

You will to ensure that the script "vgimportclone" is available on the Linux machine. Note that this
script is not shipped in the base (default) lvm package and you may have to update the lvm
package to a level which provides this script.

Before mounting a snapshot of the volume, note the disk layout (e.g., fdisk -I)

Follow the procedures above to expose a snapshot from the iISCSI target (Data Protection for
Windows Mount) and create a connection to the iSCSI initiator in the Linux virtual machine guest.

On the Linux virtual machine guest, check the new disk layout (e.g., fdisk -I) to see which disks
have been attached; in this example assume that /dev/sdb1 and /dev/sdb2 have been made
available. On the Linux guest, issue the vgimportclone command, providing a new base volume
group name, for example:

vgimportclone --basevgname /dev/VolGroupSnap01 /dev/sdb2
On the Linux guest, mark the logical volume as active:

Ivchange -a y /dev/VolGroupSnap01/LogVol00
On the Linux guest, mount the volume (in this example the volume will be mounted on an existing
mount point named /snapmnt:

mount -0 ro /dev/VolGroupSnap01/LogVol00 /snapmnt
To mount a snapshot of an LVM volume to a different machine, you will potentially need to
manually modify the snapshot disk to mark the logical volume as active using the "lvchange"

command documented in Step 6 above. Note that some Linux distributions will automatically
mark the volume as active.

8.6 Security considerations

Accessing VM backups saved in a TSM server

A TSM data mover backs-up a number of VM’s under the same target / data center nodename
(each VM is a separate filespace). The Data Protection for VMware recovery agent can
authenticate to the TSM server using one of three access modes:

e Asnodename: In this mode the user authenticates using a TSM data mover node name
and also specifies the target / data center node name. The user will have access to all
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VMs that are part of the target / data center node name.

Fromnode: This mode is used to provide fine grained security controls related to who
can access what VMs:

The dsmc set access command can be used to control what VM’s can be restored by
what mount / instant restore nodename. Note, that set access does not restrict that
ability to see what VM'’s have been backed up. But, it does restrict the ability to restore a
VM.

Mount / IR processing will use the —-fromnode option to gain access to VM'’s they have
been authorized to

Direct: In this mode the authentication node is the target / data center node name. The
user will have access to all VMs that are part of the target / data center node name.

8.7 Deployment considerations

The two typical deployments that are envisioned are:

Mount installed on an off-host machine (e.g. vStorage Backup Server). In this model,
the TSM administrator or help desk operator is responsible for mounting a snapshot and
exporting it to the VM of interest. The grant proxynode command is issued to authorize
the mount node to all VM’s associated with the target node / data center node.

Mount / instant restore installed in-guest. In this model, the VM user is responsible for
restoring the data. The set access command is issued from the B/A client node that
owns the VM'’s to authorize the mount / instant restore node to the specific VM (set acc
backup "{\WWMFULL-vmdisplayname}\*\*" * mountnodename).

The following chart summarizes deployment considerations for the recovery agent. Refer to the
IBM Tivoli Storage Manager Data Protection for VMware Installation and User’s Guide for
detailed explanation
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Centralized File Restore using Partition Mount for Windows and Linux

Self Service

DP for VMware Agent Dﬁploympnt: Agent installed on central off-host Windows (e.’g. host where B/A client
installed) or Linux host. Note - Linux deployment requires DP for VMware Windows Agent.

Function: Mount exposes local virtual volume and volume shared with VM requiring file
Who initiates mount process? VMware administrator, TSM administrator or help desk personal
Security: Native NFS / CIFS security to control who access exposed share

Platform Support: Compare specific OS requirements for centralized host with supported levels where DP for
VMV\fre aggnt can be installed. If required OS level is not supported, determine whether iSCSI target mount
can be use

File-Level Restore and Instant Volume Restore (VM guest user initiates request)
DP for VMware Agent Deployment: Agent installed in Windows or Linux VM guest machines
Function: Mount and instant restore

Who initiates mount / IR process? User logged into the VM guest machine

Security: VE 6.2 access controls are at node (vs.VM/ filespace ) level

Platform Support: Compare specific OS requirements for VM guests with supported levels where DP for
VMV\fre aggnt can be installed. If required OS level is not supported, determine whether iSCSI target mount
can be use

Centralized File Restore using iSCSI Target Disk

DP for VMware Agent Der)Io ment: Agent installed on central off-host (or in-guest) Windows machine (e.g.
host where B/A client insta Ied‘{

Function: Windows mount exposes Windows or Linux iSCSI target. iSCSI initiator in VM guest discovers
exposed target

Who initiates mount / IR process? VMware administrator, TSM administrator or help desk personal
Security: iSCSI target exposed to specific iSCSI initiator

Platform Support:

Supported levels where Windows DP for Agent can be installed

Reference tech note for OS platforms where iSCSI initiator can be used

© 2011 IBM Corporation
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9 Limitations of Tivoli Storage Manager for Virtual
Environments

Change Block Tracking:

Pay close attention to the VMware environment being backed up. When possible, use VMware
vSphere 4 (ESX / ESXi 4.0 or later) and VMs at Hardware level 7 or later (required to use
Changed Block Tracking).

Virtual Disk limitations:

Tivoli Storage Manager for VE cannot backup the following types of disk

Virtual disk in ‘physical compatibility RDM’

Virtual disk attached to a shared virtual SCSI bus.

VMware Backup Issues and Limitations

VMware’s integration with Windows VSS support has the following limitations:

Does not support log truncation.

VMware 4.0 Update 2 and earlier does not support application consistent backup in Windows
Vista and 2008 guest operating systems.

The back of Linux guests does not automatically quiesce the file system or application.

For a description of VMware’s snapshot processing, see this VMware Knowledge Base article:
http://kb.vmware.com/selfservice/microsites/search.do?language=en US&cmd=displayKC&exter
nalld=1015180

Tivoli Storage Manager for Virtual Environments backup operations are performed by the data
mover. This functionality is enabled by the separately installed prerequisite: Tivoli Storage
Manager Backup-Archive Client 6.3. The Known Issues and Limitations for this product are
documented in the following tech notes by platform:

Windows: http://www.ibm.com/support/docview.wss?uid=swg21508259

Linux: http://www.ibm.com/support/docview.wss?uid=swg21508174

See the section titled "VMware backup known problems and limitations" in each technote for
information specific to this data mover function. Also, because the Backup-Archive client is using
the VMware VADP API interface, all the VMware limitations when performing snapshot also apply
to Tivoli Storage Manager. See VMware documentation to review these limitations.

Tape Support Limitations

Information regarding backups to tape is documented in this Tape Support Statement:
https://www-
304.ibm.com/support/docview.wss?uid=swg27021081&wv=1#Tape%20configuration%20guidelin
es

Known Issues and Limitations Version 6.3 Tivoli Storage Manager for Virtual
Environments:

Information regarding known issues and limitations is documented in this technote:
http://www-01.ibm.com/support/docview.wss?uid=swg21507325

Limitations of ‘from node’ mode:

The ‘set access’ command grants read-only access to the target node. As a result, it is not
possible, when using ‘from node’ option, to create the lock object required ensuring that snapshot
data does not expire.

More information about lock objects is provided later in the presentation.

Once a snapshot expires, it can no longer be used by Mount. This is especially dangerous for
Instant Restore, where an failed session might result in the loss of production data.

To avoid the risk, Instant Restore is not allowed (by default) when using the ‘from node’ option.
You can override this default behavior, by doing the following:
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Windows:
1. Add the following parameter to the configuration file, under the ‘general config’ section:
Enable IR without lock = 1
2. Restart the Mount service.
Linux:
1. Open TDPVMwareMountRestore.sh.
2. Edit the command line by adding a flag as shown below:
$JAVA_HOME/bin/java -splash:Splash.png -Dscript.path="./engine"
-Dstatus.refresh.rate=60 -Dtimeout.task=120 -Dkeep=true
-DEnablelR_NoLock=true -classpath SMOUNT_HELP/*:$MOUNT_NLS/*:$MOUNT_HOME/*
com.ibm.tivoli.tsm.ve.mountrestore. TDPVMwareApp
3.Restart the Mount executable.

9.1 VM vmdk file size and snapshot overhead

The maximum vmdk file size differs among versions of ESX/ESXi, and among versions of VMFS.
If snapshot are to be used for backup purpose (or any other utilization), you must pay attention to
the Vmware maximums described below when you setup your VMs storage.

Here are the tabs describing the maximums:

On ESXi 5.0 and newly formatted VMFS5, a standard 1MB block size is available. The maximum
file size is 2TB - 512Bytes.

Block Size [Maximum File Size

1MB 2TB - 512Bytes

On ESX/ESXi 4.1 and ESXi 5.0 using a VMFS3 datastore, the maximum file size corresponds to
the block size of the VMFS datastore:

Block Size | Maximum File Size
1MB 256GB

2MB 512GB

4MB 1TB

8MB 2TB - 512Bytes

On ESX/ESXi 4.0, the maximum file size corresponds to the block size of the VMFS3 datastore:

Block Size | Maximum File Size
1MB 256GB - 512Bytes
2MB 512GB - 512Bytes
4MB 1TB - 512Bytes
8MB 2TB - 512Bytes

Overhead for the snapshot is approximately 2GB for a disk size of 256GB. If snapshots are to be
used, consider the overhead while deciding the size of the disks:

Maximum VMDK size

Maximum Overhead

Maximum size less overhead

256GB - 512B ~2GB 254GB
512GB - 512B ~ 4GB 508GB
1TB - 512B ~ 8GB 1016GB
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2TB - 512B ~ 16GB 2032GB

VMware recommends that you create virtual disks that are smaller than the maximum size minus
the overhead, to enable the use of features like snapshot, cloning, and independent-non-
persistent disks.
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9.2 Multiple vCenter management - plug-in limitation

Because the plu-in is installed on the vCenter client, the plug-in will not allow you to support more
than one vCenter. It leads to following limitation: You cannot manage backup or perform restore
on multiple VMWare environmenent, managed by differents vCenter.

If you want to use plug-in, and only plug-in to manage your VMWare backup when using TSM For
VE, you will need as many vBS as you have vCenter server, then each of your vBS will have a
plug-in installed.

That being said, one vBS can manage more than one vCenter server, just by creating multiple
client option file, that reference each of the vCenter server you might need (VMCHOST
parameter). Indeed, the same proxy (vBS) can act as a DataMover for several vCenter, so
several distinct VMware infrastructures.

The following figure depicts the option file configuration that you might have in a multiple vCenter
configuration

Virtual or Physical
vStorage Backup Server with

+ Baclient DC: DataCenter
+TSM for VE DM: DataMover
+ Storage Agent (optional) Datamover Action

N
vCentent \\ TSM BACLIENT
\ 0 £
DataCenteﬁ‘l S
\ NS
N\
AN
N
N ~ Node_DM_DC1 Node_DM_DC2 Node_DM_DCn
. Nodename NODE_DM_DC1 Nodename NODE_DM_DC2 Nodename NODE_DM_DCn
\ 'VMCHOST VC1 'VMCHOST VC2 'VMCHOST VCn
vCenter 2 =~
; ~
P DataCenter 2 ~ /\ =
~ -_ -

—

——— \ \
vCenter n
DataCenter n NODE_DC1 NODE_DC2 NODE_DCn
( M1
( VMn

VM2 VM3

|
E o |

TSM Server
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10 Planning and sizing the vStorage Backup Servers
10.1vStorage Backup Server - physical vs. virtual

There are a number of considerations when deciding whether to use a physical or virtual
vStorage backup server.

Physical vStorage Backup Server

Off-loads backup workload from host

Supports either IP/LAN (“NBD Transport”) or SAN data transfers from ESX host/datastore to
Backup Server (“SAN Transport”)

Supports either IP/LAN or LANfree (via SAN) data transfer from vStorage backup server to Tivoli
Storage Manager Server

Virtual vStorage Backup Server

Backup workload on host

Supports Hotadd transport

Only supports IP data path to Tivoli Storage Manager Server storage

Risk of “protecting itself”

Here are some keys that might help you to find the best suitable implementation, based on your
needs and environment

End to end Virtualization X

{with all benefits: VBS flexibility, high availability, scalability)

Off host the backup load x X
(move the load from ESX to another maching)

TSM LANFREE support X
(be aware of Tape limitation, prefer VTL storage)

10GE LAN bandwidth X

Use DISK/FILE only storage to store backups X

ESX Backend disks not on SAN (eg NAS) X

Plan to use the Flash Copy Manager for ViMware X X

Matice that this choice and the vBS sizing are linked together

* Off host is possible using wirtual yiS by dedicating an ESX server that hosts virtual yB5

* note: the vBS ype (Bhyseal Vinual) may have effect on cost due to license. See license for deisils

Take into account this caveat as well if you plan to use Virtual VBS:

Limitation with Mismatched Block Size

HotAdd cannot be used if the VMFS block size of the datastore containing the virtual machine
folder for the target virtual machine does not match the VMFS block size of the datastore
containing the proxy virtual machine. For example, if you back up virtual disk on a datastore with
1MB blocks, the proxy must also be on a datastore with 1MB blocks.

The following diagram summaries features based on the type of vStorage backup server.
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TSM for VE Available features based on VBS installation and storage location

VBS PHYSICAL Virtaal(Vil)
Features Storage location | DISK/FILE VIL TAPE DISKFILE VIL TAPE
s NO YES YES NO NO NO
(et lfgfo?:gir ide) YES (FILE only) NO NO YES (FILE only) NO NO
Full VM Backup YES YES YES YES YES YES
FULL VM Restore YES YES YES YES YES YES
INCR VM backup YES YES YES YES YES YES
File Level Restore YES YES \;Ersf;"r’r']:';:;‘;’ YES YES \;Ersf:‘r’r']:';:;‘;’
Volume Instant Restore YES YES NO YES YES NO

The following illustrate examples of physical and virtual vStorage Backup Server Deployments.

Example Deployments - Physical vStorage Backup Server

LAN Data Path with Client Deduplication

= LAN data path (VMware — vStorage
server — TSM server)

= Client side deduplication and compression
= Deduplicated storage pool

SAN Data Path to VTL

= SAN data path (VMware — vStorage server
— TSM server)

= No Client side deduplication or compression
= VTL Storage with Deduplication

TSM

B/A Cli
Server Client

/ LAN

Offloads backup from ESX host

A A A— A—

[ I I |
Guest i
Machines |

1l Il 1|
J ,

—

e '7'7'7
[T Machines s H H -
(ESX, ESXi)

e

datastore

datastore

datastore

Dedupe

Storage _ vStorage

Pool 4 Backup
VIL Server
Storage
Pool

© 2011 IBM Corporation
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Hotadd Data Path with TSM Deduplication LAN Data Path with Disk to Tape migration

= Hotadd data path (VMware — B/A)/ LAN = LANdata path (VMware — vStorage server
data path (vStorage server — TSM server) — TSM server)

= Server deduplication or client side = No Client side deduplication or compression

deduplication/compression - VTL Storage

= Deduplicated storage pool

B/A c"‘i’"‘

i {
vStorage Backup ? ' " } I\Gn:i:tlnes
J

Server is a VM il |
_/—I
HOTADD, Host
NBDSSL, Machines
' NBED (ESX, ESXi)

—/
% TSM
/ Server datastore | | datastore || datastore

=

© 2011 IBM Corporation

10.2 Maximums

A vStorage backup server can host one to number Backup Client instances. One to number
vStorage backup servers can be connected to a Tivoli Storage Manager Server.
Factors that can affect the throughput achieved with a vStorage Backup server include:
Datastore and Tivoli Storage Manager Server Storage Pool I/0O speed and utilization
Backup / restore data path: SAN and LAN bandwidth speed and utilization

vStorage backup server

Specific hardware: processor and adaptors

Number of cores / concurrent backup processes

I/O capacity (internal bus structure, NIC / HBA)

Physical vs. virtual

Restore activity

Tivoli Storage Manager Server activity / throughput available

Deduplication and compression

Let us discuss the maximum advised configuration. This is based on a production experience.
The maximum VM size that can be processed is based on backup window and associated
throughput for one data mover instance. Note that the volumes for an individual VM are
processed one at a time. For a large VM, a separate schedule maybe a consideration.

The maximum number of VM that can be processed depends on both the overall throughput for a
vStorage backup server (including the maximum number of parallel data mover instances for a
vStorage backup server) and the backup window available.

This topic is described further in the following chapter.
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10.3 Sizing

Here is the overview of the Tivoli Storage Manager for VE infrastructure sizing process.

Check this link if you want to have a complete explanation on how to proceed for your vBS sizing:
http://www.ibm.com/developerworks/wikis/display/tivolistoragemanager/Guide+to+vStorage+Back
up+Server+%28Proxy%29+Sizing

Choose a backup plan.

The backup plan can be one of the two defined previously in this document. It will give you
direction in the next step when you estimate, the required aggregate.

Calculate required Aggregate Throughput (total data to backup / backup window)

The required aggregate is the (total amount of data / Per-process throughput). Take as
assumption the total amount of data (i.e. summary of datastore size), even if you know that the
CBT will optimize the space to be proceeded when you backup.

Calculate required Number of Concurrent Backup Processes (Aggregate Throughput / Estimated
Per-Process Throughput)

The per-process throughput will depend on the way reading and writing data, how you plan to
send/store the data on Tivoli Storage Manager Server? How fast your VMware backend disk
subsystem is? You will have to take into account the client side de-duplication, Lan-Free path,
VSTOR transport mode (NDB vs. HOTADD)

Calculate the Number of vStorage Backup Servers (Number of Concurrent Backup Processes
/ Processor cores per vStorage Backup Server).Note - assume 1 core used for each backup
process, even with de-duplication enabled on client side.

Check for additional constraints / refine calculation
Check that you have enough adapters on the VBS to satisfy the estimated throughput. Aggregate
of LAN adapter, enough SAN adapter... Ensure that in the given backup windows, the Tivoli

Storage Manager Server is ready to receive the amount of data estimated, mainly if you plan to
perform either client or server side de-duplication.

Sizing example:
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Calulate required Aggregate Throughput

Total Concurrent Backup Processes (I94a1 i 5 Baviup # Biekur Nindom)
; Calculate required Number of Concurrent Backup Processes
Aggregate Throughput (batched fulls each week) | 3,000 GB / HR (Agaragate Thraughaut/ Esnmatad Par-Frocess Thoughau)
Caloulata the Humber of vStorage Servers
Aggregate Throughput (rotating fulls - 7 day) 1,372 GB/HR Humber of Caneurrant Backup Froceases. Frocéssarcores par vSioage Sackup Senver)
Mote - geaums 1 con wsad for a8ch backup process

Estimated Number of vStorage Backup Servers Hosts Per 1000 VM's
"NOITE: Throughput estimate for ilustrative example only
Per Process *50 GB/Hour *100 GB/Hour *150GB/Hour
Throughput | & o ciient dedupe / LAN) | (e.g. no client dedupe / LAN) (e.g. SAN/VTL)
Schedule Method
Batched Full — 4 cores | #Processes / cores = 60 # Processes / cores = 30 #Processes / cores = 20
# vStorage backup servers =15 | # vStorage backup servers =8 # vStorage backup servers =5
Rﬂtating Full -4 cores | #Processes / cores = 28 # Processes / cores = 14 # Processes / cores = 10
# vStorage backup servers =7 # vStorage backup servers = 4 # vStorage backup servers = 3
Batched Full -8 cores | #Processes / cores = 60 # Processes | cores = 30 # Processes / cores = 20
# vStorage backup servers =8 #vStorage backup servers =4 # vStorage backup servers =3
Rﬂtating Full —8 cores | #Processes / cores = 28 # Processes / cores = 14 #Processes / cores =10
# vStorage backup servers = 4 #vStorage backup servers =2 # vStorage backup servers = 2
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10.4 Tivoli Storage Manager node naming convention

Because the setup of Tivoli Storage Manager Server for VE solution is complex, it is strongly
recommend that a good node naming convention is used. Such a naming convention helps you to
remember what the backup hierarchy looks like.
When implementing the vCenter plug-in, you will need to have the following node names:
Datacenter node name
Virtual Center node name

DP for VMware CLI node name

Tivoli Storage Manager data mover node name

In the below table we use the following node names for the <cust> environment.

VCnn

= STO00VCO001 (vCenter)
VCLInn = VCLIO1 (Data Protection for VMware Client Interface)

cust = (Tivoli Storage Manager Servers with multiple customers on the same server)
sitex = STOO01 (Kista)

sitey = STO02 (Solna)

DMnn = DMO1 (First datamover for one site)

Node Description TSM node names

vCenter node

The virtual Tivoli
Storage Manager node
that represents the
vCenter.

<cust>-VCnn

Data center node

Manager node that
maps to a data center.
The data center nodes

hold the data

<cust>-VCnn_<sitex>

<cust>-VCnn_<sitey>

Data Protection for
VMware command-line
interface node

The Tivoli Storage
Manager Client node
that connects, the Data
Protection for VMware

command-line interface,

to the Tivoli Storage
Manager Server and
the data mover node.

<cust>-VCnn > _VCLInn

Tivoli Storage Manager
data mover node

The Tivoli Storage
Manager node name
for, the Tivoli Storage

Manager Backup-
Archive Client that is

installed on the
vStorage Backup
Server. These nodes
perform the data
movements. You can
have multiple Tivoli
Storage Manager data
mover nodes for each
vStorage Backup

<cust>-
VCnn_<sitex>_DMnn

<cust>-
VCnn_<sitey>_DMnn
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Server. This feature is
useful when multiple
schedules run in
parallel on a single
server.

Additional information about node names, see Chapter 5 in the Tivoli Storage Manager for VE
Version 6.3 Installation and User’s Guide.
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11 Tivoli Storage Manager Server Considerations

11.11In order to fit Tivoli Storage Manager for VE, the design of Tivoli
Storage Manager Server must be adapted.

Dedicated disk storage pool must be created to hold VM backup control files, those files are
needed in a fast way for incremental backups and restore as well.

Here is a backup hierarchy picture, describing how the data are organized in Tivoli Storage
Manager Server.

- Resource Hierarchy : Proxy/Datamover vs TSM
nodes -
TDP for VE store data into TSM storage \ p—
using LAN or SAN, According the VMMC/VMCTLMC N © § Only in case of disk
!:-"g capacity limiation
- allow migration from
disk to tape

TSM Database TSM Server ;
Collocation
Vé.x i
by Filespace
for Tape Stgpool

Nods TSIPROKY_OC+ CTL Wepaton
softnare (O forbidden

‘ Filespace \FULLVM-DC1_VC1_VM ‘
VM CTL Files 1
JR—

VMING data bocks "™
TDP for VE sends allnfos

Filespace \FULLVM-DC1_VC1_VM2
to manage backup/restore VM to VC TSM Proxy

TOP for VE

Node TSMPROXY_DC UHRILGED EED
(aka Datamover) VMINC data blocks
Node TSMPROXY_DC2 Node TSMPROXY_DC2
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11.2 Storage Disk/File/VTL considerations

What to consider when storing data on disk storage pool, File based volume or on a VTL.
Background: To use data stored on tape or VTL with Tape Mode in version 6.2, the user had to run
Mount in Tape Mode. Setting ‘Tape Mode’ instructs Mount to wait for an offline media to be
mounted upon request. Without setting this option, an attempt to read data from an offline device
would fail immediately.

The following restrictions applied when running in Tape Mode:

Only one virtual device may be created at a time.

Instant Restore on Windows is not supported.

Tape Mode was controlled by a configuration parameter called ‘Tape Mode’. Setting this parameter
to ‘1’ enabled Tape Mode, while a value of ‘0’ disabled it. Service restart was required after
modifying the parameter’s value.

A stand-alone GUI tool called ‘Tape Mode’ was available to automate the configuration procedure
New in 6.3: VTL support starting in 6.3, the storage type configuration was extended to include a
new option: VTL (‘TapeMode=2")

Similar to Tape mode, VTL mode instructs Mount to wait for an offline media to be mounted.
Unlike Tape mode, VTL mode does not pose any restriction to the user. However, internally, all
mounted volumes will share a single server session, so data retrieval may be slower.

The ‘Tape Mode’ stand-alone tool is deprecated, and its functionality has been merged into
Mount’s main GUI, under the ‘Settings’ dialog. Service restart is still required after modifying the
storage type or any related parameters.

Do not attempt to change the storage-type and related parameter by editing the configuration file
directly — the changes will be overridden by service restart!

Supported storage types:

Disk/File is the default setting:

Concurrent mounted snapshots are allowed
Instant Restore is supported

Cannot access data stored on offline device.

Tape - use this option when the data is stored on tape
Concurrent mounted snapshot are not allowed

Instant Restore is not supported (disabled)

An offline device will be brought online, and the data can be read
May be very slow!

VTL - this option when using a VTL:

Concurrent mounted snapshots are allowed

Instant Restore is supported

An offline device will be brought online, and the data can be read.

How to set storage type: Figure — Click on Settings
®: Data Protection for VMware 6.3.0.0 E

Tivoli. Storage Manager Virtual Environment

Help

Settings

LCloze

Figure — On Data Access Storage Type — Choose type
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Figure — Restart the Mount service

Restart required

FBSM10141 You must restart TDPYMware Mount for the changes to Data Access to take effect.

Related parameters (read ahead size, read ahead cache size, kernel timeout).

Read Ahead size:

Number of 16kb-blocks to read from the server, in addition to the amount actually requested. The
extra data in stored in the Read Ahead Cache

Default: 64 if using Disk/File or VTL, 1000 if using Tape

Read Ahead cache size:

The size (in 16kb blocks) of the cache used to store the data read from the server. Must be larger
than the Read Ahead size

Maximum size is 75000 block

Each mounted volume uses its own cache. The total size (cache size * number of mounted
snapshots) should not exceed 75000.

Default value: 10000 if using Disk/File or VTL, 75000 if using Tape.

Kernel timeout:

The amount of time, in seconds, the FBVV driver will wait for Mount to read the data from the
server. After this time has elapsed, Mount will return as error to the caller.

Increase this value if reading data from server takes long time (e.g.: when using tape, slow
network, etc.)

Default: 180 seconds for Tape, 60 seconds otherwise.
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11.3Storage tape considerations

Use collocation by filespace for the proxy node so that each virtual machine will have its own set of
volumes / tapes in the Tivoli Storage Manager storage pool hierarchy.

Do not store any CTL files on tape, in any cases. The storage pool used for VMware control files
should reside on DISK and should not be migrated to tape or VTL.

If data de-duplication is used, be sure to have at least on copy storage pool that is not de-
duplicated to be able to recover your snapshots in any case.

11.4 Tivoli Storage Manager objects naming convention

When defining names for hosts, Tivoli Storage Manager nodes, storage pools, management
classes etc, it is highly recommended to use a naming convention without any special characters
which might be missing in some local code pages.

Naming convention on management classes that will handle CTL and DAT files: It is highly
recommended to implement separate management classes for VMware CTL and DAT files.

For the ease of use and to improve serviceability you should use meaningful names for the
management classes, such as ‘vmware_ctl’ and ‘vmware_dat’. The parameters to specify the
different management classes within the client configuration are VMMC and VMCTLMC.

Example:

VMMC vmware_dat

VMCTLMC vmware_ctl

Naming convention of nodes :

The proxy node should have a speaking name as well, such as VMPROXY. If there are multiple
VMware proxy nodes registered or planned, a more meaningful node name should be chosen, e.g.
for describing the group of virtual machines, ESX servers or vCenters that are backup up under this
proxy.

Naming convention of storage pools

It is recommended to separate VMware backup data from Backup / Archive Client data in different
storage pools, regardless if de-duplicated or not. Also, it makes sense to use separate storage
pools for full vm backups and incremental VM backups, including speaking names.

Example:

stg_disk_vmcitl

stg_tape_vmfull

stg_tape_vmincr
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12 Reporting

Since the VMware guests are represented as filespaces underneath a particular node, the
conventional method of reporting on backup status (e.g., success or failure) for individual client
nodes does not apply. This section describes recommendations for displaying backup status so an
administrator can easily identify failed backup jobs and determine the most recent backup for any
given VM guest.

This section focuses on Tivoli Storage Manager administrator queries. In addition to admin queries,
there are other methods to obtain information on backups. For example, selection Action/Restore
VM from the backup GUI client will show the backup times for VM’s. If backups are done using the
Data Protection for VMware vCenter plug-in, you can also obtain some status information from the
reports tab.

12.1 Activity log messages

Activity log messages provide useful information for VM backup status. Activity log messages can
be displayed either via a filtered “Query Actlog” command or by using a SQL SELECT command to
the Tivoli Storage Manager Server database. The SQL SELECT method provides more
capabilities since it allows more complex queries that pull data from multiple tables in the Tivoli
Storage Manager Server database.

12.1.1 Activity Log Messages with Database Queries

These commands will query the activity log for messages and returns the result.

Displaying successful and failed VM backups for the past 24 hours

This select command will show messages 4173 and 4174 for DATACENTER_NODENAME during
the past 24 hours. Message 4173 shows the name of each VM successfully backed up. Message
4174 shows the name of each VM which failed to back up.

select * from actlog where nodename='DATACENTER_NODENAME' and (msgno=4173 or
msgno=4174) and date_time>=current_timestamp-24 hours

Using the sample names from the User’s guide:

select * from actlog where nodename="VC1_DC1’ and (msgno=4173 or msgno=4174) and
date_time>=current_timestamp-24 hours

12.1.2 Displaying additional information for a data center

Select * from actlog where nodename='DATACENTER_NODENAME' and message like
'%VIRTUAL_MACHINE_NAME%' AND MSGNO<>4144

12.2 Database Queries

These queries will query the Tivoli Storage Manager Server database and return the results found

12.2.1 Display backup date/time for virtual machines backed up for a
data center node
Shows all virtual machines, as filespaces, backed up under DATACENTER_NODENAME.

select node_name,filespace_name,backup_start,backup_end from filespaces where
node_name='DATACENTER_NODENAME'
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Shows all virtual machines, as filespaces, backed up under DATACENTER_NODENAME more
than 7 days ago.

select node_name,filespace_name,backup_start,backup_end from filespaces where
node_name='DATACENTER_NODENAME' and backup_end<current_timestamp-7 day

Shows all virtual machines, as filespaces, backed up under DATACENTER_NODENAME within
the past 7 days.

select node_name,filespace_name,backup_start,backup_end from filespaces where
node_name='DATACENTER_NODENAME' and backup_end>=current_timestamp-7 day

Report successful VM backup activity last day

select date(date_time),MESSAGE from actlog where msgno in ('4173") and
date_time>=current_timestamp - 1 days

Report failed VM backup activity last day

select date(date_time),nodename,MESSAGE from actlog where msgno in ('4148") and
date_time>=current_timestamp - 1 days

Report backup amount of data, elapsed time and performance related to VM backup activity

Tip: change the entity value to fit your datacenter node (in bold)

select ENTITY,sum(BYTES/1024/1024),'MB',sum(cast ((end_time - start_time) as
decimal(20))),'Second’,SCHEDULE_NAME,cast(sum(BYTES/1024/1024)/sum(cast ((end_time -
start_time) as decimal(20))) as decimal (20,2)), 'MB/s' from summary where activity in (BACKUP")
and start_time>=current_timestamp - 1 days and entity like '%FRSV123012.PROXYFI00%" and
bytes>0 group by entity, SCHEDULE_NAME,start_time,end_time

Report the last VM backup elapsed time in second , longest first:

select NODE_NAME,FILESPACE_NAME, date(BACKUP_END), cast (BACKUP_END-
BACKUP_START) as decimal (12)) from FILESPACES where filespace_name like '%VMFUL%'
order by 4 desc

Report VM without backup since x days, x=2 days hereafter :

select NODE_NAME,FILESPACE_NAME,date(backup_end) from FILESPACES where
filespace_name like '%VMFUL%' and backup_end<=current_timestamp - 2 days order by
backup_end asc

12.3 Reporting tools

As discussed before in this chapter, the reporting is different than usual; because there is no need
to have registered nodes for each VM you backed up.
You find some tools about scheduling and reporting VM backup activities using this link:

https://cattail.boulder.ibm.com/cattail/sdownload/77E0A1FO0A19E3DDC86348037093F23B6/1/TSM
+for+VE+Scheduling+tools+1.0.pdf

96



Tivoli Storage Manager for Virtual Environments Version 6.3 Deployment Guide

13 Problem Determination

13.1 Common errors

First have a look to the Tivoli Storage Manager limitations described hereafter:
https://www-304.ibm.com/support/docview.wss?uid=swg21417529

Check the chapter VMware backup known problems and limitations in version 6.2.3
Error message:

ANS9365E VMware vStorage API error.

TSM function name : visdkWaitForTask

TSM file : vmvisdk.cpp (2933)

API return code : 78

APl error message : A general system error occurred: Protocol error from VMX.
ANS4151E Failure mounting Virtual Machine xxxxxxx. RC=115

= Check the NTPD service on ESX host

Error message
ANS9365E VMware vStorage API error.
TSM function name : visdkWaitForTask

TSM file : vmvisdk.cpp (2933)

APl return code :78

API error message: Cannot create a quiesced snapshot because the create snapshot operation
exceeded the time limit for holding off I/O in the frozen virtual machine.
= Check the VSS messages on Host + check free space on C: + check VMtools installation on VM
guest

Error message
ANS9365E VMware vStorage API error.
TSM function name: VixDiskLib_Open
TSM file : vmvddksdk.cpp (1428)
APl return code :13
APl error message: You do not have access rights to this file
ANS4148E Full VM backup of Virtual Machine "xxxxxxx' failed with RC -1
= Check that your proxy has ping/network access to the ESX who is hosting the VM at the backup
time.

Error message

ANS1403E Error loading a required Library: vixDiskLib.dll, Win32 rc=126 DLL

ANS4152E Failure initializing VMware virtual machine environment. RC=-303. Refer to client
dsmerror.log for detailed error messages.

=>» During Backup/Archive Client installation, VMware backup tools must be selected in the custom
installation path to allow TSM VMware backups to take place.

Error message
ANS9365E VMware vStorage API error.
TSM function name : vddksdkWrite
TSM file : vmvddksdk.cpp (2271)
APl return code : 16007
APl error message : You have requested access to an area of the virtual disk that is out of
bounds
ANSO03611 DIAG: ANS11111 VmRestoreExtent(): VixDiskLib_Write FAILURE startSector=1
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sectorSize=1 byteOffset=512, rc=-1

ANS5283E The operation was unsuccessful.

=> The datastore resides on NetApp or Nseries NAS storage and was aligned using the mbralign
utility of the storage vendor. APAR 1C84544 was opened for this issue. Contact IBM support if the
fix is not yet available. Check IBM TSM support website for news.

Error message
ANS9365E VMware vStorage API error.

TSM function name : VixDiskLib_Write

TSM file : vmvddksdk.cpp (2485)

API return code : 1

API error message : Unknown error
ANSO03611 DIAG: ANS11111 VmRestoreExtent(): VixDiskLib_Write FAILURE startSector=512
sectorSize=512 byteOffset=262144, rc 4398
ANS5226E The virtual machine backup operation failed
or
ANS9365E VMware vStorage API error.

TSM function name : vddksdkWrite

TSM file : vmvddksdk.cpp (2271)

APl return code : 1

API error message : Unknown error
ANS03611 DIAG: ANS11111 VmRestoreExtent(): VixDiskLib_Write FAILURE startSector=512
sectorSize=512 byteOffset=262144, rc=-1
ANS5226E The virtual machine backup operation failed
=>» This points to an incorrect configuration of the Windows 2008 or Windows 2008 R2 proxy where
the SAN POLICY setting was not set to OnlineAll. See TSM DOC APAR IC77216 as well as
Vmware KB 1035096 for reference.

Snapshots Locking - What is Snapshot Locking

Tivoli Storage Manager Server keeps a limited number of (full) snapshots. Every time a new full
snapshot is created, the oldest full snapshot is expired, and can no longer be restored. Since
backup and file-level restore operations are independent, it's possible for a snapshot to expire
while being used by Mount, causing file-level restore or Instant Restore to fail.

To avoid this situation, Mount creates a lock object before mounting or restoring a snapshot. The
lock object ensures that the snapshot is not deleted, as long as the lock exists. When the virtual
volume is dismounted, or Instant Restore completes, the lock is removed.

The orphaned locks problem

Mount does its best to ensure it deletes the lock objects when they are no longer needed. It keeps
track of the locks, so even after a crash it can identify and delete the old locks.

However, there are rare cases where a lock is not deleted. This will happen, for example, if while
Mount is recovering from a crash, the Tivoli Storage Manager Server is unavailable. In this case,
the locks are not removed, and as a result, expiration cannot delete the old snapshots, causing
snapshots to accumulate forever.

To enable manual deletion of orphaned locks, new set of shell commands was added:

‘list locks’ displays a list of locks in a specified node

‘del lock’ deletes a specified lock.

Note: List locks return a full list of all locks. It is the user’s responsibility to determine if any of the
locks is orphaned.

Note: It is strongly recommended that this operation is done by a support person since removing
the wrong lock may result in restore operation failure and loss of data.

= FULL VM restoration using LAnFree path may silently failed, due to write error. Consequence is
that the VM will not found the operating system at restart

You may have trouble when restoring a FULL VM using the Lanfree Path. This is documented in
the APAR 1C80972
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(https://www-304.ibm.com/support/entdocview.wss?uid=swg11C80972)

13.2 Analyzing error situations and getting support

If you are experiencing problems with your Tivoli Storage Manager for Virtual Environments
installation, go the Tivoli Storage Manager Support website and search the knowledge base. There
are a number of good technotes which might give you some hints to solve the issue on your own.
http://www-01.ibm.com/software/sysmgmt/products/support/IBMTivoliStorageManager.html

There is also a dedicated Tivoli Storage Manager for Virtual Environments support website:
http://www-

947.ibm.com/support/entry/portal/Overview/Software/Tivoli/Tivoli Storage Manager for Virtual E
nvironments

If you do not find a solution right away and you are entitled to support, go ahead and collect
information as documented here:
https://www-304.ibm.com/support/docview.wss?uid=swg21497489

You can activate tracing for your VMware backups or restores by doing the following:

Edit and save your dsmvddk.opt file to enable VMware trivia tracing by changing loglevels from 1 to
6:
# 0-quiet, 1-panic, 2-error, 3-warning, 4-info, 5-verbose, 6-trivia

vixDiskLib.transport.LogLevel = "6"

vixDiskLib.nfc.LogLevel = "6"

Edit your dsm.opt file to activate tracing in the TSM client:

TRACEFLAGS VM

TRACEFILE vmtrace.out

Now rerun the failing backup or restore. Make sure to revert changes after the issue was recreated.

See below for more detailed information before contacting support:

Contacting IBM Software Support

You can contact IBM Software Support if you have an active IBM subscription and support contract
and if you are authorized to submit problems to IBM.

To obtain help from IBM Software Support, complete the following steps:

1. Ensure that you have completed the following prerequisites:

a. Set up a subscription and support contract.

b. Determine the business impact of your problem.

c. Describe your problem and gather background information.

2. Follow the instructions in “Submitting the problem to IBM Software Support” on page xviii.
Setting up a subscription and support contract

Set up a subscription and support contract. The type of contract that you need depends on the type
of product you have. For IBM distributed software products (including, but not limited to, IBM Tivoli,
Lotus®, and Rational® products, as well as IBM DB2® and IBM WebSphere®products that run on
Microsoft Windows or on operating systems such as AlX or Linux), enroll in IBM Passport
Advantage® in one of the following ways:

- Online: Go to the Passport Advantage website at
http://www.ibm.com/software/lotus/passportadvantage, click How to enroll, and follow the
instructions.

- By telephone: You can call 1-800-IBMSERV (1-800-426-7378) in the United States. For the
telephone number to call in your country, go to the IBM Software Support Handbook web page at
http://www14.software.ibm.com/webapp/set2/sas/f/handbook/home.html and click Contacts.
Determining the business impact

When you report a problem to IBM, you are asked to supply a severity level. Therefore, you must
understand and assess the business impact of the problem you are reporting.

Severity 1 Critical business impact: You are unable to use the program, resulting in a critical impact
on operations. This condition requires an immediate solution.

Severity 2 Significant business impact: The program is usable but is severely limited.
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Severity 3 Some business impact: The program is usable with less significant features (not critical
to operations) unavailable.

Severity 4 Minimal business impact: The problem causes little impact on operations, or a
reasonable circumvention to the problem has been implemented.

Describing the problem and gathering background information

When explaining a problem to IBM, it is helpful to be as specific as possible. Include all relevant
background information so that IBM Software Support specialists can help you solve the problem
efficiently. To save time, know the answers to these questions:

- What software versions were you running when the problem occurred?

- Do you have logs, traces, and messages that are related to the problem symptoms? IBM
Software Support is likely to ask for this information.

- Can the problem be re-created? If so, what steps led to the failure?

- Have any changes been made to the system? For example, hardware, operating system,
networking software, and so on.

-Are you using a workaround for this problem? If so, be prepared to explain it when you report the
problem.

Submitting the problem to IBM Software Support

You can submit the problem to IBM Software Support online or by telephone.

Online

Go to the IBM Software Support website at
http://www.ibm.com/support/entry/portal/Open_service_request/Software/Software_support_(gener
al). Sign in to access IBM Service Requests and enter your information into the problem
submission tool.

By telephone

For the telephone number to call in your country, go to the IBM Software Support Handbook at
http://www14.software.ibm.com/webapp/set2/sas/f/handbook/home.html and click Contacts

13.3 Procedure to manually register the vCenter plug-in

If you have trouble when installing the plug-in, for some reason, you can do it manually by following
these steps:

Go to directory on x86 windows machine:

C:\Program Files\Common Files\Tivol\TDPVMware\VMwarePlugin

or directory on x64 machine:

C:\Program Files (x86)\Common Files\Tivol\TDPVMware\VMwarePlugin

and run command

register_vcenter.cmd <vcenter hostname or IP address> <vcenter username> <vcenter password>
<ewas default port 9080 or the port you specified during installation>

you can check the ewas port in
C:A\IBMitivoli\tsm\tdpvmware\ewas\profileTemplates\default\actions\portsUpdate\portdef.props
WC_defaulthost=9080

and then copy the generate file config.xml to
C:\IBMptivolitsm\tdpvmware\ewas\profiles\T SMProfile\installedApps\tsmCel\TsmVMwareUIEAR.ea
NTsmVMwareUl.war\plugin\config.xml|
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14 Example Deployment

The following summarize use cases and statistics regarding a production environment
14.1 Sizing example

Three vStorage Backup Servers handle 147 VMs, 75 TB of data storage, with up to five
simultaneous processes per VBS in the backup windows.

If you don’t have a VTL available in your environment, you can use at least DISK of FILE device
class to store backups on disks. To store the CTL files, we are using a dedicated DISK storage
pools.

To store the data blocks, we are using a FILE based storage pool (instead of DISK, because the
available space is shared over different storage pools). In this case we had limited diskstorage, not
able to keep 35 days of backup on disk; we setup a migration from DISK to TAPE after 7 days.

10 TB of disks is enough to keep those 7 days backup, with de-duplication enabled.

14.2 Backup scheduling

The method we choose is the Batched full.

Mainly to reduce impact on production, we have not other choice that run the FULL VM backup
over the week end. It’s also due to our storage constraints, because we are able to keep only 7
days on FILE storage pools, we chosen the schedule the full every 7 days to keep the “full +
incremental” sets in the same way.

Because our reporting method is based on Tivoli Storage Manager event, we have to define a node
per VM on Tivoli Storage Manager side, and to associate a specific schedule to each VM. This will
impact the way of scheduling and how we can spread the backup over the ESX hosts to obtain the
best performance.

We have a script that creates dynamically the scheduler services for each VM on the vStorage
Backup Server. The parallelism of backup processes is managed through the Tivoli Storage
Manager scheduler plan.

Here are the steps:

- Datacenter node (on VBS) scheduler start a main script to retrieve information about the proxy
relationship of the running datacenter node. Also to retrieve the event plan to determine witch VM
has to be backed up.

- Create Tivoli Storage Manager scheduler service for each VM to backup. Tivoli Storage Manager
Servers acts as usually and contact the scheduler service (on the VBS) to start the VM backup job.
Once all backup jobs are done, the main script stop and delete all the scheduler services. With this
method you have an event report for each VM you have backed up.

Note: this method enforce you to create a node for each VM just for scheduling purpose. No data
are stored on those node, all are stored within the datacenter node name.

A complete scheduling explanation, method and tooling is provided out there:

https://cattail.boulder.ibm.com/cattail/sdownload/77E0A1FO0A19E3DDC86348037093F23B6/1/TSM
+for+VE+Scheduling+tools+1.0.pdf
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14.3 Performance considerations

14.3.1 Do not compare performance to plain file copies

Looking at performance statistics for Tivoli Storage Manager for VE backups and restores, one
should not compare to plain file copies. Also a comparison to Ba-client file level backups is not
valid as there is communication overhead with the VMware environment.

Example:

Multiple backups of approximately 12 GB of data take about 11 minutes each resulting in a
throughput of 20 - 25 MB/s. Those figures appear to indicate bad performance, but in fact Tivoli
Storage Manager for VE only counts the data transfer between the Tivoli Storage Manager Server
and client - while the same amount of data is transferred at the same time during communication
between the Tivoli Storage Manager client (backup proxy) and the vCenter / ESX server. So
actually an amount of approximately 24 GB was transferred, resulting in a network transfer rate of
around 50 MB/s which is an expected rate.

Client backups of local drives do not have this communication overhead as all data is already
stored on the target machine.

To verify your performance statistics are good or not it can make sense to do a small test with a
Backup/Archive Client machine and a network share, backing up data from that share. Here, a
similar overhead will be observed as the Tivoli Storage Manager Client has to transfer all data from
the share-hosting machine to itself and then over to the Tivoli Storage Manager Server. This will
roughly show performance statistics similar to those of the Tivoli Storage Manager for VE
backup/restore.

The use of Client de-duplication and compression will also have an impact on the network
throughput of VMware backups using Tivoli Storage Manager for VE. While the amount of data to
be transferred will be reduced, the processing time per GB will be lower due to the computing
overhead.

14.3.2 Separate VMware data files from control data

When performing backups of your virtual machines, these are stored in the Tivoli Storage Manager
Storage pools as DAT and CTL files. While this separation into 2 file types does not have a
performance impact on the backup, it may have significant impact on the restore, depending on the
storage pool layout.

You can control the target storage pool for data and control files by specifying the parameters
VMMC and VMCTLMC on the backup proxy. Those parameters point to a management class:
Example:

VMMC vmware_dat

VMCTLMC vmware_ctl

While the VMware data files can be stored in your normal storage pool hierarchy, e.g. first in a disk
pool and then migrate to tape or virtual tape, it is highly recommended (for performance reasons) to
store the VMware control data in a DISK storage pool that never migrates to tape. Setting a
migdelay of a certain number of days can still impact the restore performance. So, when
experiencing good performance during the backup but very bad performance during the restore, it
is a good idea to verify your client configuration.

Often it can be seen that DAT and CTL data in the same (e.g. tape) storage pool cause the restore
to take place in 128MB chunks, and storage pool volumes being opened and closed frequently. To
avoid this situation, be sure to store these files as described above.

14.3.3 VMFS blocksize affects restore performance

With the change from vSphere 4 to vSphere 5 along with the new VMFS version 5, VMware
implemented a new hard coded block size for their datastore filesystem. With version 4 and earlier
versions once could configure a blocksize between 1 and 8 MB. The new VMFS 5 has a hard
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coded value of TMB. From a restore performance perspective, IBM support and development
determined it is recommended to use a small block size, keeping in mind that this will limit the
possible vmdk size within the datastore. See VMware KB 1003565 for further details.

14.3.4 Transport methods for backup and restore

While it can make sense to use the hotadd method (in case of a virtual proxy) or san for backups, it
has been observed that NBD transport often shows much better performance for restores. In
general we can say that not necessarily backups require the same transport method for good
performance as restores do. The transport method which best suits your environment should be
determined by testing backups and restores with each available transport method

14.4 Tivoli Storage Manager Server sizing: CTL disk space estimation

Because the recommendations are to store the CTL files on disk, here is an estimation of the DISK
space you will need to store CTL files, based on the amount of data you will back up

The theoretical ratio is based on following:

CTL size: 73K

DAT size: 128 MB

1 CTL per DAT file .

Theoretical value is: 73K/128MB * 100 = 0,05% . so 0,05% of total amount of data should be
prepared for CTL storage.

14.41 The role of TCPWINDOWSIZE

The TCPWINDOWSIZE affects both, send and receive buffers, thus backup and restore
processing is affected by this parameter. While a certain value can result in good backup
performance, that does not necessarily mean that the same value also shows good restore
performance. As the TCPWINDOWSIZE does not have a one-size-fits-all value for any
environment, this should be carefully evaluated and tuned. In general, the TCPWINDOWSIZE on
the client should not exceed the value configured on the server. Also, poor performance was
observed once the TCPWINDOWSIZE was configured very large - while values close to the
server's TCPWINDOWSIZE resulted in good performance for both, backup and restore.

Again, this is a tunable which needs to be adjusted according to certain factors. There is not one
correct value which fits to all environments.

14.4.2 Evaluate the available transport methods

For VMware backups and restores there is a number of different transport methods available. Per
default, there is a certain sequence in which these methods are selected. Using
VMVSTORTRANSPORT parameter you can select one and more transport methods to be used. It
makes sense to evaluate the best transport method according to both, performance and security.
Not all environments require encrypted data transfer but may require fast restores, so NBDSSL will
not be the right transport method for these environments. Instead, depending on the environment,
SAN, HOTADD or NBD should be evaluated.
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14.4.3 Thin vs. thick disk provisioning in terms of restore performance

The block allocation overhead during disk write for a thin provisioned vmdk is bigger than for thick
provisioned disks, which causes the restore operation to take longer. So, when determining if thin
or thick disks should be used in your environment, you should not only consider the benefit of
allocating storage space on demand, but also evaluate the price this costs on restore times.
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15 Installing Data Protection for VMware

In this chapter we show the step-by-step installation of the Data Protection for VMware on the
Windows platform. Before installing or upgrading Data Protection for VMware, verify that your
system meets all operating system, hardware, and software requirements.

15.1 Tivoli Storage Manager for Virtual Environment Blueprint

DC: DataCenter
DM: DataMover
*DC and DM activities can be
done by one node
To run more than one backup

vStorage Backup Server with process, you will need more
Storage Agent Node that hold/store the data than one DM node
'ge Ag BACLIENT once they are on the TSM
+ TDP for VE et
]
/ Node_MOPDC1 Node to transfer, use for
| | scheduling purposes
A
N (* Node MOPDV_ESX1 DATA PATH (LAN OR SAN)
2 | = = Asnodename=Node_MOPDC1
4 Node MOPDM ESX2
( Node_MOPDM_ESXN
\ } DATA PATH (LAN OR SAN)
= Asnodename=Node_MOPDC1

TSM for VE Administration:
Configuration

Create schedule

Manage VM backup/restore

vCenterServer Administrative ID to regsiter
. TSM resources / scheduler
. when using the vCenter TSM Server
Plugin
DC1_ESX2_VM1
- i DC1_ESX3_VM1
vCenter TSM Plugin GRANT PROXYNODE
TARGET=Node_MOPDC1 AGENT=Node_MOPDM_ESX1
GRANT PROXYNODE
Node_MOPTSMCLI ~ s
e TARGET=Node_MOPDC1 AGENT=Node_MOPDM_ESX2
+ ADMIN TSMVEADM GRANT PROXYNODE
TARGET=Node_MOPDC1 AGENT=Node_MOPDM_ESX3
PLUGIN - - =

15.2 Data Protection for VMware vCenter plug-in

The vCenter plug-in has been installed as part of the baclient installation. See chapter 5.5 TSM for
Virtual Environments installation for more details

15.3Tivoli Storage Manager account privileges vs. activity matrix

The table below shows the vSphere Client plug-in user interface operations which can be used
based on the privilege class assigned to the TSM administrator ID.

Plug-In Ul Operations TSM Administrator ID with TSM Administrator ID
system privilege, unrestricted  |with any other privilege
policy privilege, or restricted classes
policy privilege for the policy (e.g., node privilege,

domain to which the client node |operator privilege, no
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is assigned privilege, etc.)
Backup and Restore Tasks
Backup, Run Now Yes Yes
Backup, Scheduled Yes No
Backup - Managing Backup Yes Yes
Schedules - View Only
Backup - Managing Backup Yes No
Schedules - Delete a Schedule
Restore Yes Yes
Reports Tasks
Reports - Active Tasks Yes Yes
Reports - Events Yes Yes
Reports - Datacenter Yes Yes
Occupancy
Configuration Tasks
Configuration Yes Yes

|53 FRS¥001717 - vSphere Client

Eile Edit View Inventory Administration Plug-ins  Help

G B |@ Home b ) Solutions snd Applicstions b G Tivali Data Protection for YMwars - FRSVODLTLT b (3 FRSVODI7IT |@' = Search Inventory

= =]

= 48 frsvoni7iy
= 2 Mo what is IBM Tivoli Storage Manager for
Virtual Environments?

IBM Tivoli Storage Manager for Wirtual
Environments is a data protection solution
designed specifically for WMwiare, The Tivali

Storage Manager Agent (data maover) 3
performs block-level backups and restores of

virtual machines to a Tivol Storage Manager n - [ =

server. These backups can also be used for ——

file restore or instant restore of a volume. Tivoli Storage
ot Manager Server

a Tivali-Storage
Host = Manager Agent

wWhat do you want to do? _ Datacenter _ pier

vCenter
vSphere Server

R Initiate a restore Client

S Define a backup task ...

[l view active task status

Explore Further

[Slunderstanding backuns
@Umdel’stand\n restores

16 VMware for the Storage Administrator

16.1 Introduction to VMware vSphere

VMware vSphere is a virtualization platform capable of transforming a traditional data center and
industry standard hardware into a shared mainframe-like environment. Hardware resources can be
pooled together to run varying workloads and applications with different service-level needs and
performance requirements. VMware vSphere is the enabling technology to build a private or public
cloud infrastructure.
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The components of VMware vSphere fall into three categories: Infrastructure services, application

services, and the VMware vCenter Server. The figure below shows a representation of the VMware
vSphere platform.

Existing Applications : f Future Apglications

VMware vSphere

Availability Security Scalablity
; whiodion l | wShield Zones
Ap-p"ﬂl:hn Stosage whlotion ViiSafe
Services i
Data R

Distributed Switch

Hepwark 10 Camnal

Private Cloud Resource Pools Public Choud
VMware vSphere platform

Infrastructure services

Infrastructure services perform the virtualization of server hardware, storage, and network
resources. The services within the infrastructure services category are the foundation of the
VMware vSphere platform.

Application services

The components categorized as application services address availability, security, and scalability

concerns for all applications running on the vSphere platform, regardless of complexity of the
application.

VMware vCenter Server

VMware vCenter Server, formerly known as VMware VirtualCenter, provides the foundation for
management of the vSphere platform. VMware vCenter Server provides centralized management
of configurations as well as aggregated performance statics for clusters, hosts, virtual machines,
storage, and guest operating systems. VMware vCenter Server scales to provide management of

large enterprises, granting administrators the ability to manage more than 1,000 hosts and up to
10,000 virtual machines from a single console.
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VMware vCenter Server is also an extensible management platform. The open plug-in architecture
allows VMware and its partners to directly integrate with vCenter Server, extending the capabilities
of the vCenter platform, and adding additional functionality.

Figure x shows the main pillars of functionality provided by VMware vCenter Server.

vCenter Server

Unlocks the power of
VMware vEphera
through proactiv

managamsant

Pillars of VMware vCenter Server

16.2Virtualization at a Glance

An ESX Server virtualizes the resources of the physical system for the virtual machines to use.
The following figure illustrates how multiple virtual machines share physical devices. It shows two
virtual machines, each configured with the following:

One CPU

An allocation of memory and a network adapter (NIC)

Two virtual disks (with one virtual machine directly attached to physical disk — i.e. physical raw
device mapping)

108



Tivoli Storage Manager for Virtual Environments Version 6.3 Deployment Guide
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The virtual machines each use one of the CPUs on the server and access noncontiguous pages of
memory, with part of the memory of one virtual machine currently swapped to disk (not shown).
The two virtual network adapters are connected to two physical network adapters.

The disks are mapped as follows:

Disk 1 of virtual machine 1 is mapped directly to a raw disk. This configuration can be
advantageous under certain circumstances.

Disk 2 of virtual machine 1 and both disks of virtual machine 2 reside on the VMFS, which is
located on a SAN storage array. VMFS makes sure that appropriate locking and security is in place
at all times.

16.3 Primary Backup Methods for VMware

There are two primary methods to protect VMware virtual guests:

Traditional approach - Install a backup agent inside each VM guest machine (backup VM just like a
physical machine).

Centralized backup approach - Use the B/A client (i.e. data mover) running on a vStorage Backup
Server (i.e. VM guest machine or off-host physical machine) to centralize the backup of VMs.

The first method runs an agent inside of a guest machines and is illustrated below.
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Traditional In-Guest Backup and Recovery Model

TSM Agents placed in each guest
*Manage like physical server
*Deploying, managing, maintaining ‘backup agent

Individual files stored in TSM
server for operational
recovery

Potential
impacts to
processor,

memory & I/O

TSM Storage
Hierarchy

Majority of today’s
deployments use this method

TSM Server

Tivoli.

The Tivoli Storage Manager B/A client or Tivoli Storage Manager for * application agent is installed
in the guest. Tivoli Storage Manager Fastback utilizes a different technology for backups (block
level incremental forever) which makes it a good fit for this approach since the Fastback client has
a very low overhead.
The advantages of this method include:

e Simple, manage guest like they are physical machines

e No need to change backup processes

e Application awareness during backup and better recovery granularity
The disadvantages of this method include

e Leads to agent sprawl and more complicated management

e Concurrent backups put a load on the ESX server

e Data movement limited to LAN

The second method centralizes backup of VMs using an agent (i.e. B/A client) on a secondary
machine (i.e. vStorage Backup Server) and is illustrated below.
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The goal of this approach is to provide the benefits of the traditional host based approach and use
VMware’s vStorage API for Data Protection (VADP) to create / access guest snapshots and move
the data with a B/A client. This approach is recommended by VMware. The advantages include:
e Centralizes and simplifies management, one VM Backup Client supports backup of
multiple VMs
Agent on a secondary machine reduces the load on ESX Server
Provides advanced features vs. running in a guest (e.g. change block tracking and single
source backup)
e Faster backups and less redundant data
e Support LAN free data transfer from ESX server to vStorage backup server
e vCenter connection enables consolidated management of several ESX servers together
(i.e. working at scalable virtual level), and not in physical (i.e. per client) level
e  Supports both file level and image level backups

16.4 VMware Terminology

vCenter Server - The central point for configuring, provisioning, and managing virtualized IT
environments. The vCenter Server unifies resources from individual hosts so that those resources
can be shared among virtual machines in the entire datacenter. It accomplishes this by managing
the assignment of virtual machines to the hosts and the assignment of resources to the virtual
machines within a given host based on the policies that the system administrator sets. vCenter
Server allows the use of advanced vSphere features such as VMware Distributed Resource
Scheduler (DRS), VMware High Availability (HA), and VMware vMotion.

Datacenter — A datacenter is the primary container of inventory objects such as hosts and virtual
machines. From the datacenter you can add and organize inventory objects. Typically you add
hosts, folders and clusters to a datacenter. The vCenter server can contain multiple datacenters.
For example, datacenters can be used to represent organization units or can map groups
applications to things like development, test and production. Inventory objects can interact within
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datacenters, but interaction across datacenters is limited. For example, you can move a virtual
machine with vMotion technology across hosts within a datacenter but not to a host in another
datacenter.

The recommended best practice is to have a Tivoli Storage Manager target node map to a VMware
datacenter. During a vStorage based backup, each VM in the datacenter will be represented as a
separate filespace in the Tivoli Storage Manager target node.

Datastore — A datastore is a logical container that holds virtual machine files and other files
necessary for virtual machine operations. Datastores can exist on different types of physical
storage, including local storage, iISCSI, Fibre Channel SAN, or NFS. The datastore can by VMFS-
based or NFS-based.

Virtual Machine File System (VMFS) - A high performance cluster file system for ESX / ESXi
virtual machines

Folder — A folder is a container used to group objects and organize them into hierarchies. Folders
provide a natural structure on which to apply permissions.

Host — A VMware host (also referred to as a just host) refers to the computer that uses
virtualization software, such as ESX or ESXi, to run virtual machines. Hosts provide the CPU and
memory resources that virtual machines use and give virtual machines access to storage and
network connectivity.

ESX - Service Console is a standard Linux environment through which a user has privileged
access to the VMware ESX kernel. This Linux-based privileged access allows you to manage your
environment by installing agents and drivers and executing scripts and other Linux-environment
code.

ESXi - VMware ESXi is designed to make the server a computing appliance. Accordingly, VMware
ESXi behaves more like firmware than traditional software. To provide hardware-like security and
reliability, VMware ESXi does not support a privileged access environment like the Service Console
for management of VMware ESXi. To enable interaction with agents, VMware has provisioned CIM
Providers through which monitoring and management tasks — traditionally done through Service
Console agents — can be performed. VMware has provided remote scripting environments such as
vCLI and PowerCLI to allow the remote execution of scripts.

ESX Cluster - A cluster acts and can be managed as a single entity. It represents the aggregate
computing and memory resources of a group of physical x86 servers sharing the same network
and storage arrays. For example, if the group contains eight servers with four dual-core CPUs each
running at 4GHz and 32GB of memory. The cluster then has and aggregate 256GHz of computing
power and 256GB of memory available for running virtual machines. An ESX cluster can be used
for high availability and load balancing.

vMotion - enables the migration of running virtual machines from one physical server to another
without service interruption. With VMotion, resources can be dynamically reallocated to virtual
machines across physical servers.

Storage VMotion - storage VMotion enables the migration of virtual machines from one datastore to
another datastore without service interruption. This allows administrators, for example, to off-load
virtual machines from one storage array to another to perform maintenance, reconfigure LUNS,
resolve out-of-space issues, and upgrade VMFS volumes.

vSphere Client — A client interface installed on a windows machine that allows users to connect
remotely to vCenter Server or ESX/ESXi host. Note that VMware offers third-party developers and
partners the ability to extend the vSphere Client with custom menu selections and toolbar icons
that provide access to custom capabilities (re. Tivoli Storage Manager vCenter Plug-in for FCM and
Data Protection for VMware).

vStorage APIs for Data Protection (VADP) - Next generation of VMware’s data protection
framework that was introduced in vSphere 4.0. VADP enables backup products to do centralize,
efficient, off-host LAN free backup of vSphere virtual machines. VADP leverage the snapshot
capabilities of VMware vStorage VMFS to enable backup without requiring downtime for virtual
machines.

Changed Block Tracking - Provides the foundation for incremental or differential (Tivoli Storage
Manager implementation uses incremental) backup of virtual disks and allows only active portions
of a virtual disk (i.e. content aware) to be returned. Changed Block Tracking does not work in any
of the following cases:
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Virtual hardware version is 6 or earlier.

The virtual disk is a “physical compatibility RDM.”

The virtual disk is attached to a shared virtual SCSI bus.

In-guest — Refers to software installed within a VM guest machine

Off-host — Refers to physical machine that is not part of virtualized environment (i.e. not on the ESX
/ ESXi host)

Snapshot — A VMware snapshot is a copy of the state and data of a virtual machine at a specific
point in time. The B/A client initiate a VMware snapshot of a virtual machine. Refer to:
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externa
[ld=1015180 for additional information.
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17 Frequently Asked Questions

What version of the VMware Virtual Disk Development Kit (VDDK) does Tivoli Storage Manager
Data Protection for VMware and Backup-Archive client use?
The following table summarizes the levels of VDDK used by Tivoli Storage Manager:

TSM version VDDK version VDDK release notes
TSMVe.2.2 VDDK1.2.1 VDDK 1.2.1 Release Notes®
TSM V6.3 VDDK 5.0 VDDK 5.0 Release Notes®

What TSM administrative privilege is needed to use the 6.3 TSM for Virtual Environments - Data
Protection for VMware vSphere Client plug-in user interface?

More information about how can be found in this IBM Technote”

Does TSM for Virtual Environments protect virtual machine configuration information?

Yes. More information about how TSM for Virtual Environments protects virtual machine
configuration that is stored in the .vmx file can be found in this IBM Technote”

Can TSM protect a virtual machine that is deployed in a vApp?

Yes. More information about how TSM for Virtual Environments protects virtual machines deployed
in a vApp can be found in this IBM Technote™

Can | recover individual files from a VMware virtual machine backup from a machine located in a
remote office over a WAN link?

Yes. The supported approach is to use the Data Protection for VMware Recovery Agent on a
machine local to the Tivoli Storage Manager server to mount the backup data to a local Windows or
Linux machine and then use Windows sharing (CIFS) or NFS on Linux to share the data to the
remote office.

Is Change Block Tracking supported on RDM (raw device mapping) volumes?

Change Block Tracking is supported on RDM volumes that have been provisioned in the virtual
compatibility mode (vVRDM). RDM volumes provisioned in the physical compatibility mode (pRDM)
neither support snapshots or change block tracking.

What's the difference between the TSM Backup-Archive Client and TSM for Virtual Environments -
Data Protection for VMware?

The TSM Backup-Archive client can be used either stand alone to protect VMware virtual machines
or be used in conjunction with Data Protection for VMware. Here is a summary of features of the
different offerings:

Backup-Archive Client

Full virtual machine (full-vm) backup and recovery using the VMware vStorage APIs for Data
Protection

Data Protection for VMware

Full virtual machine (full-vm) backup and recovery using the VMware vStorage APlIs for Data
Protection (via the Backup-Archive Client)

Incremental backup of virtual machines (via the Backup-Archive client)

Granular file level recovery

Near-instant volume recovery

For more information on Data Protection for VMware 6.2 features see Data Protection for VMware
6.2 - IBM United States Software Announcement’

17.1 How does TSM policy retention work with full and incremental
VM backups?

Data Protection for VMware manages backup retention based on the full-vm backups and
independently of the number of intermediate incremental backups.
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For example, suppose you set-up a management class to retain three versions (VEREXists=3) and
that a full backup is scheduled on the weekend and incremental backups are scheduled on each of
the five weekdays. The TSM Server will retain the three full-vm backups and their dependent
incremental backups. When the fourth full-vm backup has been stored on the server, the first full
backup and it's five incremental backups will be marked for expiration.

In addition to VEREXists, the retain extra versions attribute (RETExtra) can be used to manage
virtual machine backups.

Virtual machine backups will be assigned to the default management class unless the user
specifies the VMMC Backup-Archive client option to use a different management class.

Also note that you can specify the VMCTLMC Backup-Archive client option to control the storage
pool destination for the virtual machine control files. This would be used in conjunction with
backups stored to tape media. For more information on using tape media and the VMCTLMC
option, see the Technote Tivoli Storage Manager for Virtual Environments - Data Protection for
VMware Tape Support Statement”

17.2Should a vStorage server be a physical machine or VM guest?

The vStorage server refers to a machine where the B/A client is installed. The vStorage server can
be a VM guest machine or an off-host physical machine.

Considerations when installing the B/A client on an off-host physical machine:

Offloads backup from ESX / ESXi host.

Supports a SAN data path from VMware storage to B/A client and from B/A client to TSM server.
Typically direct SAN access is the best performing solution.

Considerations when installing the B/A client within a VM guest:

Potentially a more economical solution.

Typically best when a smaller number of VMs will be backed up.

Maybe practical if there are time periods where backup window is available and increased CPU
workload from backup doesn't impact product workload. When the B/A client is running there will
be an increased CPU workload (especially if de-duplication and compression are being performed).
A virtual machine cluster may be able to absorb this workload. But, when there is a high
consolidation ratio and host workloads are running 24/7, a VM guest deployment would not be
recommended.

Can | use TSM Backup-Archive client compression with DP for VMware?

TSM Backup-Archive client compression can only be used in conjunction with client-side data
deduplication. If you try to use Backup-Archive client compression without data deduplication, you
will receive a warning and the backup will proceed without compression.

What are the options for using encryption with DP for VMware?

Encryption encompasses both the data path (in-flight) and data storage (at-rest). In the DP for
VMware environment, data is transferred from the VMware storage to the TSM vStorage server
(this is commonly referred to as the transport), then from the TSM vStorage Server to the TSM
Server where the data is stored on disk or tape.

For the transport between the VMware storage and the vStorage server, the network block device
(nbd) can be used in conjunction with SSL to protect the data in-flight. Refer to the TSM Backup-
Archive client option VMVSTORTRANSPORT to set the transport to nbdssl.

For data sent between the Tivoli Storage Manager vStorage server to the Tivoli Storage Manager
Server, SSL can be used to protect the data in-flight. Refer to the Tivoli Storage Manager product
documentation on configuring SSL communication between the Tivoli Storage Manager agents and
the Tivoli Storage Manager Server.

Data at-rest in the Tivoli Storage Manager Server storage repository can be protected with device
encryption (e.g. tape encryption).

Note that Backup-Archive client encryption is not supported with Data Protection for VMware.
Does DP for VMware support a full-VM backup and restore of Windows 20007

Yes. Full-VM backup and recovery is independent of the virtual machine operating system so any
operating system configuration is supported. For other types of recovery operations such as near-
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instant volume restore and individual file recovery, see the Tivoli Storage Manager Data Protection
for VMware software requirements for supported operating systems and file systems.

116



Tivoli Storage Manager for Virtual Environments Version 6.3 Deployment Guide

REFERENCES

Tivoli Storage Manager for Virtual Environment 6.3 User Documentation
Information Center

Installation and User’s Guide

Tivoli Storage Manager Wiki:

http://www.ibm.com/developerworks/wikis/display/tivolistoragemanager/Home

117



Tivoli Storage Manager for Virtual Environments Version 6.3 Deployment Guide

© Copyright IBM Corporation 2011

IBM United States of America

Produced in the United States of America

US Government Users Restricted Rights - Use, duplication or
disclosure restricted by GSA ADP Schedule Contract with IBM
Corp.

IBM may not offer the products, services, or features
discussed in this document in other countries. Consult your
local IBM representative for information on the products and
services currently available in your area. Any reference to an
IBM product, program, or service is not intended to state or
imply that only that IBM product, program, or service may be
used. Any functionally equivalent product, program, or service
that does not infringe any IBM intellectual property right may
be used instead. However, it is the user's responsibility to
evaluate and verify the operation of any non-IBM product,
program, or service.

IBM may have patents or pending patent applications covering subject matter described in this
document. The furnishing of this document does not grant you any license to these patents. You

can send license inquiries, in writing, to:

IBM Director of Licensing

IBM Corporation

North Castle Drive
Armonk, NY 10504-1785
U.S.A.

The following paragraph does not apply to the
United Kingdom or any other country where
such provisions are inconsistent with local

law:

INTERNATIONAL BUSINESS MACHINES CORPORATION
PROVIDES THIS PAPER “AS IS” WITHOUT WARRANTY OF
ANY KIND, EITHER EXPRESS OR IMPLIED, INCLUDING,
BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF
NON-INFRINGEMENT, MERCHANTABILITY OR FITNESS
FOR A PARTICULAR PURPOSE. Some states do not allow
disclaimer of express or implied warranties in certain
transactions, therefore, this statement may not apply to you.
This information could include technical inaccuracies or
typographical errors. Changes may be made periodically to
the information herein; these changes may be incorporated in
subsequent versions of the paper. IBM may make
improvements and/or changes in the product(s) and/or the
program(s) described in this paper at any time without notice.
Any references in this document to non-IBM Web sites are
provided for convenience only and do not in any manner serve
as an endorsement of those Web sites. The materials at those
Web sites are not part of the materials for this IBM product and
use of those Web sites is at your own risk.

IBM may have patents or pending patent applications covering
subject matter described in this document. The furnishing of
this document does not give you any license to these patents.
You can send license inquiries, in writing, to:

IBM Director of Licensing

118



Tivoli Storage Manager for Virtual Environments Version 6.3 Deployment Guide

IBM Corporation

4205 South Miami Boulevard

Research Triangle Park, NC 27709 U.S.A.

All statements regarding IBM's future direction or intent are
subject to change or withdrawal without notice, and represent
goals and objectives only. This information is for planning
purposes only. The information herein is subject to change
before the products described become available. If you are
viewing this information softcopy, the photographs and color
illustrations may not appear.

119



Tivoli Storage Manager for Virtual Environments Version 6.3 Deployment Guide

Trademarks

IBM, the IBM logo, and ibm.com are trademarks or registered trademarks of International Business
Machines Corporation in the United States, other countries, or both. If these and other IBM
trademarked terms are marked on their first occurrence in this information with a trademark symbol
(® or ™), these symbols indicate U.S. registered or common law trademarks owned by IBM at the
time this information was published. Such trademarks may also be registered or common law
trademarks in other countries. A current list of IBM trademarks is available on the web at
"Copyright and trademark information" at http://www.ibm.com/legal/copytrade.shtml.

Adobe, the Adobe logo, PostScript, and the PostScript logo are either registered trademarks or
trademarks of Adobe Systems Incorporated in the United States, and/or other countries.

IT Infrastructure Library is a registered trademark of the Central Computer and
Telecommunications Agency which is now part of the Office of Government Commerce.

Intel, Intel logo, Intel Inside, Intel Inside logo, Intel Centrino, Intel Centrino logo, Celeron, Intel
Xeon, Intel SpeedStep, Itanium, and Pentium are trademarks or registered trademarks of Intel
Corporation or its subsidiaries in the United States and other countries.

Linux is a registered trademark of Linus Torvalds in the United States, other countries, or both.
Microsoft, Windows, Windows NT, and the Windows logo are trademarks of Microsoft Corporation
in the United States, other countries, or both.

ITIL is a registered trademark, and a registered community trademark of the Office of Government
Commerce, and is registered in the U.S. Patent and Trademark Office.

UNIX is a registered trademark of The Open Group in the United States and other countries.

Java and all Java-based trademarks and logos are trademarks or registered trademarks of Oracle
and/or its affiliates.

Cell Broadband Engine is a trademark of Sony Computer Entertainment, Inc. in the United States,
other countries, or both and is used under license therefrom.

Linear Tape-Open, LTO, the LTO Logo, Ultrium, and the Ultrium logo are trademarks of HP, IBM
Corp. and Quantum in the U.S. and other countries.

Other company, product, or service names may be trademarks or service marks of others.

120



